5 Cones

In this section we consider properties of convex cones and present the most important cones for conic optimization.

5.1 Basic properties

Definition 5.1. A subset $C \subset V$ of a real vector space is called conic set if for every $x \in C$ and every $\lambda \geq 0$ we have $\lambda x \in C$. A convex conic set is called a cone.

A cone is called regular (also proper) if it is closed, has non-empty interior, and contains no lines.

Clearly intersections of conic sets are again conic sets. Therefore intersections of cones are again cones.

Examples:
- the full space $V$,
- linear subspaces of $V$,
- closed linear half-spaces,
- polyhedral cones (finite intersections of closed linear half-spaces),
- simplicial cones (linear bijective images of an orthant).

Here closed linear half-spaces are sets of the form $\{x \in V | a(x) \leq 0\}$, where $a$ is a non-constant linear functional on $V$.

Definition 5.2. Let $x_1, \ldots, x_k$ be points in a vector space $V$. Then $\sum_{i=1}^{k} \lambda_i x_i$ is called a conic combination of the points $x_1, \ldots, x_k$ if $\lambda_i \geq 0$, $i = 1, \ldots, k$.

The conic hull of a set $X$ is the set of all conic combinations of elements of $X$.

Definition 5.3. Let $K$ be a closed convex cone containing no line. A point $x \in K$ is said to lie on an extreme ray if for every $x_1, x_2 \in K$ such that $x_1 + x_2 = x$ there exist nonnegative scalars $\lambda_1, \lambda_2$ such that $x_1 = \lambda_1 x$, $x_2 = \lambda_2 x$.

Definition 5.4. Let $X$ be a convex set. The recession cone of $X$ is the set of vectors $v$ such that for all $x \in X$ and all $\alpha \geq 0$ we have $x + \alpha v \in X$.

If the set $X$ is defined in an affine space, then the recession cone is a subset of the underlying vector space.

We shall now investigate polyhedral sets in view of their importance for linear programming.

Lemma 5.5. Let $P = \{x | Ax \leq b\}$ be a non-empty polyhedral set. The recession cone of $P$ is the polyhedral cone $K = \{v | Av \leq 0\}$.

Proof. Let $v \in K$ and $x \in P$. Then $A(x + \alpha v) = Ax + \alpha Av \leq Ax \leq b$ for all $\alpha \geq 0$. Hence $v$ is in the recession cone of $P$.

Let $v$ be in the recession cone of $P$, and let $x \in P$. Then $A(x + \alpha v) \leq b$ for all $\alpha \geq 0$. Hence we must have $Av \leq 0$, and $v \in K$. □

Projective transformations: Cones allow us to define another class of transformations which preserve convexity.

Definition 5.6. Let $X \subset A$ be a convex subset of an affine space with underlying vector space $V$, and let $x_0 \in A$ be an arbitrary point. The set $\{(\alpha, \alpha u) \in \mathbb{R} \times V | \alpha \geq 0, \ x_0 + u \in X\}$ is called the homogenization of the set $X$.

The homogenization is a cone, and different choices of the point $x_0$ lead to linearly isomorphic homogenizations, so we may loosely speak of the homogenization of $X$. 
**Definition 5.7.** Two convex sets $X, X' \subset A$ of an affine space $A$ are called *projectively* isomorphic if their homogenizations are linearly isomorphic.

One set is then obtained by a projective transformation from the other.

**Example:** The open unit disc $B^2_0 = \{(x, y) \in \mathbb{R}^2 \mid x^2 + y^2 < 1\}$ is projectively isomorphic to the unbounded set $\{(x, y) \in \mathbb{R}^2 \mid y > x^2\}$. Indeed, choosing $x_0$ as the origin of $\mathbb{R}^2$, the homogenizations of these two sets are given by the cones

$$K_1 = \{(0, 0, 0)\} \cup \{(x_1, x_2, x_3) \mid x_1 > \sqrt{x_2^2 + x_3^2}\}, \quad K_2 = \{(0, 0, 0)\} \cup \{(x_1, x_2, x_3) \mid x_1 > 0, \ x_1x_3 > x_2^2\}.$$  

However, the linear map given by

$$\begin{pmatrix} 1 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & -1 & 0 \end{pmatrix}$$

takes $K_1$ to $K_2$.

### 5.2 Dual cones

**Definition 5.8.** Let $K \subset V$ be a cone. The set $K^* = \{y \in V^* \mid \langle y, x \rangle \geq 0 \ \forall x \in K\}$ is called the *dual cone* to $K$.

Here $V^*$ is the vector space dual to $V$, i.e., the space of linear functionals on $V$, and $\langle y, x \rangle$ denotes the value of the functional $y$ on the vector $x$.

Alternatively, if $\langle \cdot, \cdot \rangle$ is a scalar product on $V$, then $K^*$ can be seen as a subset of $V$, with the same formula for the definition.

For finite-dimensional vector spaces, we may canonically identify $V$ with the dual $(V^*)^*$ to the dual space. Namely, $x \in V$ is identified with the linear functional $p \mapsto \langle p, x \rangle$ on $V^*$.

**Remark:** For infinite-dimensional complete normed vector spaces (Banach spaces), "linear functional" is replaced by "continuous linear functional", and $V$ is in general only a subset of $(V^*)^*$.

The dual cone hence consists of all linear functionals on $V$ which take on only nonnegative values on $K$. It is not hard to see that $K^*$ is a closed convex cone.

**Lemma 5.9.** Let $K$ be a closed convex cone. Then $(K^*)^* = K$.

*Proof.* For every $x \in K$ and $p \in K^*$ we have $\langle p, x \rangle \geq 0$. Hence $K \subset (K^*)^*$.

Suppose for the sake of contradiction that there exists $y \in (K^*)^*$ such that $y \notin K$. Then $y$ has a positive distance from $K$, since $K$ is closed, and can be strongly separated from $K$. Therefore there exists a linear functional $p \in V^*$ such that $\langle p, y \rangle < 0$ and $\langle p, x \rangle \geq 0$ for all $x \in K$. From the second condition it follows that $p \in K^*$. But this is in contradiction with $y \in (K^*)^*$. Thus $(K^*)^* \subset K$. \hfill $\Box$

**Lemma 5.10.** Let $K$ be a closed convex cone. Then $K$ has non-empty interior if and only if $K^*$ does not contain a line, and $K$ does not contain a line if and only if $K^*$ has non-empty interior.

*Proof.* Let $K$ have empty interior. Then $K$ is contained in a proper linear subspace, and there exists a non-zero linear functional $p \in V^*$ such that $\langle p, x \rangle = 0$ for all $x \in K$. Then $K^*$ contains the line $\{\alpha p \mid \alpha \in \mathbb{R}\}$.

On the other hand, let $p \in V^*$ be a non-zero functional such that the line $\{\alpha p \mid \alpha \in \mathbb{R}\}$ is contained in $K^*$. Then $\langle p, x \rangle \geq 0$ and $\langle -p, x \rangle \geq 0$, and hence $\langle p, x \rangle = 0$ for all $x \in K$. Hence $K$ is contained in a proper linear subspace and has empty interior.

The second assertion is proved in a similar way. \hfill $\Box$

Therefore the dual cone $K^*$ of a closed convex cone $K$ is regular if and only if $K$ itself is regular.

We now consider how $K^*$ behaves with respect to linear isomorphisms. We introduce the notion of the adjoint map. If $A : V \to W$ is a linear map between vector spaces, then its *adjoint* $A^* : W^* \to V^*$ is the unique linear map satisfying $\langle y, Az \rangle = \langle A^* y, x \rangle$ for all $x \in V, y \in W^*$. Here $\langle \cdot, \cdot \rangle$ is the dual pairing between $W^*$ and $W$ on the left-hand side and between $V^*$ and $V$ on the right-hand side of the equation.

Note that if a basis $\{e_1, \ldots, e_n\}$ is given in $V$, $V^*$ is equipped with the dual basis $\{e^1, \ldots, e^n\}$ (i.e., $\langle e_i, e^j \rangle = \delta_{ij}$ with $\delta_{ij} = 0$ for $i \neq j$ and $\delta_{jj} = 1$ for $i = j$ being the Kronecker symbol), and the linear automorphism $A$ is expressed as a real $n \times n$ matrix in this basis, then $A^*$ expressed in the dual basis will have coordinate matrix $A^T$.  

Lemma 5.11. Let \( K \subset V \) be a convex cone, and let \( K' = A[K] \) be its image under a linear isomorphism \( A \) of \( V \). Then \( (K')^* = (A^*)^{-1}[K^*] \).

Proof. We have

\[
(K')^* = \{ y \in V^* \mid \langle x, y \rangle \geq 0 \forall x \in K' \} = \{ y \in V^* \mid \langle Ax, y \rangle \geq 0 \forall x \in K \}
\]

\[
= \{ y \in V^* \mid \langle x, A^* y \rangle \geq 0 \forall x \in K \} = \{ y \in V^* \mid A^* y \in K^* \} = (A^*)^{-1}[K^*].
\]

Lemma 5.11 allows to compute the dual cone of a cone \( K \) if the dual of an isomorphic cone is already known. The following result is helpful for computing the dual cone if such information is not available.

Lemma 5.12. Let \( K \subset V \) be a regular convex cone. A non-zero point \( y \in V^* \) lies on the boundary of \( K^* \) if and only if the kernel \( H \) of \( y \) is a supporting hyperplane to \( K \) at some non-zero boundary point \( x \in \partial K \) such that \( K \) lies in the closed half-space with respect to \( H \) where \( y \) assumes nonnegative values.

Proof. First note that \( y \) is by definition a linear functional on \( V \). If \( y \neq 0 \), then its kernel \( H = \{ x \in V \mid \langle x, y \rangle = 0 \} \) is indeed a linear subspace of \( V \) of codimension 1.

Let \( y \in \partial K^* \setminus \{0\} \). The linear functional \( y \) is then non-constant on \( V \), and in particular on \( K \). Then \( \langle x, y \rangle > 0 \) for all \( x \) in the interior of \( K \), otherwise there would exist \( x \in K \) such that \( \langle x, y \rangle < 0 \). Hence the interior of \( K \) lies in the open half-space delineated by the hyperplane \( H \) where \( y \) assumes positive values.

Since \( y \in \partial K^* \), there exists a sequence of points \( y_k \in V \setminus K^* \) which converges to \( y \). To every such \( y_k \notin K^* \) we find a point \( x_k \in K \) such that \( \langle x_k, y_k \rangle < 0 \). Since \( x_k \neq 0 \), we may normalize it such that \( ||x_k|| = 1 \) in some fixed Euclidean norm on \( V \). Then there exists a subsequence of \( \{x_k\} \) which converges to some point \( x \in K \) of unit norm, because the intersection of the unit sphere with \( K \) is compact. By continuity we have \( \langle x, y \rangle \leq 0 \) and hence \( \langle x, y \rangle = 0 \), because \( x \in K \) and \( y \in K^* \). Therefore \( x \in H \), and \( H \) separates \( \{x\} \) properly from \( K \). This proves one direction.

Let now \( x \in \partial K \) be non-zero, and let \( H \) be a hyperplane separating \( \{x\} \) from \( K \) properly. Then \( K \) lies in one of the closed half-spaces delineated by \( H \). Let \( y \in V^* \) be non-zero such that \( H \) is the kernel of \( y \) and such that \( y \) assumes nonnegative values on \( K \). Then \( y \in K^* \) by definition. However, \( \langle x, y \rangle = 0 \), because \( x \in H \), and \( x \) is not constant as a linear functional on \( V^* \). Therefore \( y \notin \text{int}K^* \), which shows the other direction.

In order to find the boundary of \( K^* \), we hence have to compute all hyperplanes which support \( K \) at non-zero boundary points. If the boundary \( \partial K \setminus \{0\} \) is smooth, then at every non-zero boundary point of \( K \) there exists exactly one such hyperplane, namely the tangent plane to \( \partial K \). In this case \( \partial K^* \setminus \{0\} \) is comprised of the normals to all tangent planes to \( \partial K \setminus \{0\} \).

6 Symmetric cones

In this section we shall introduce a class of cones which is very important for convex programming, the symmetric cones. These cones generalize the positive orthant \( \mathbb{R}^n_+ \), and the programs associated to the symmetric cones accordingly generalize the class of linear programs, while retaining most of their favorable properties. The class of symmetric cones is defined as the intersection of two classes of cones characterized by geometric properties, the \textit{homogeneous} cones and the \textit{self-dual} cones.

Definition 6.1. A closed convex cone \( K \) is called \textit{symmetric} if it is both homogeneous and self-dual.

6.1 Homogeneous cones

Definition 6.2. Let \( K \subset V \) be a closed convex cone in some vector space. An \textit{automorphism} of \( K \) is an automorphism \( A \) of \( V \) such that \( A[K] = K \).

The automorphisms of \( K \) form a group, the \textit{automorphism group} \( \text{Aut} \ K \) of the cone. The automorphism group always contains the 1-parametric subgroup of homotheties, i.e., maps \( g_\lambda : v \mapsto \lambda v \) which multiply every vector by a positive constant \( \lambda \).
Definition 6.3. A regular convex cone \( K \) is called \textit{homogeneous} if its automorphism group acts transitively on the interior of \( K \), i.e., if for every \( x, y \in K^0 \) there exists an automorphism \( A \in \text{Aut} \, K \) such that \( Ax = y \).

In a homogeneous cone every interior point is hence equivalent to any other interior point, and every interior point can be considered as the center of the cone. The homogeneous cones can be put into 1-to-1 correspondence with algebraic structures, so-called \textit{T-algebras} [9]. A more explicit classification is also available [7, 4].

An example of a homogeneous cone which is not symmetric is given by the 5-dimensional cone \( \{ A \in S^3_+ \mid A_{23} = 0 \} \).

6.2 Self-dual cones

Let the vector space \( V \) be equipped with a Euclidean scalar product \( \langle \cdot, \cdot \rangle \). This allows to identify the dual vector space \( V^* \) with \( V \) itself. The linear functional \( p \in V^* \) is identified with the element \( y \in V \) such that \( \langle p, x \rangle = \langle y, x \rangle \). Here on the left we have the dual pairing, and on the right the scalar product.

Definition 6.4. Let \( K \subset V \) be a closed convex cone, with the ambient vector space \( V \) equipped with a scalar product. Then \( K \) is called \textit{self-dual} if \( K^* = K \) under the identification of \( V \) with \( V^* \) by the scalar product.

If no scalar product is defined a priori, then \( K \) is called \textit{self-dual} if there exists a scalar product on \( V \) such that \( K^* = K \) under the identification of \( V \) with \( V^* \) generated by this scalar product.

There exists also a wider definition of self-dual cones, namely a cone is called self-dual if it is linearly isomorphic to its dual.

An example of a self-dual cone which is not symmetric is given by the power cone \( \{ (x, y, z) \in \mathbb{R}^3 \mid x \geq 0, \ y \geq 0, \ |z| \leq x^{1/p} y^{1/q} \} \), where \( \frac{1}{p} + \frac{1}{q} = 1 \) and \( p \in (2, +\infty) \).

6.3 Jordan algebras

Symmetric cones possess a rich algebraic structure and are closely linked to a class of non-associative algebras.

Definition 6.5. A \textit{real algebra} \( A \) is a real vector space equipped with a bilinear multiplication \( \bullet : A \times A \to A \). It is called \textit{commutative} if \( a \bullet b = b \bullet a \) for all \( a, b \in A \), and \textit{associative} if \( (a \bullet b) \bullet c = a \bullet (b \bullet c) \) for all \( a, b, c \in A \).

Definition 6.6. A real algebra \( A \) is called a \textit{Jordan algebra} if it is commutative and satisfies the Jordan identity:

\[
(x \bullet y) \bullet (x \bullet y) = x \bullet ((x \bullet x) \bullet y)
\]

for all \( x, y \in A \).

This means it is the same if we multiply \( y \) first by \( x \) and then by \( x^2 \) or first by \( x^2 \) and then by \( x \).

A Jordan algebra is called \textit{Euclidean} if \( \sum_{k=1}^{m} x_k \bullet x_k = 0 \) implies \( x_1 = \cdots = x_m = 0 \) for all \( x_1, \ldots, x_m \in A \).

Then the symmetric cones are exactly the cones of squares of the Euclidean Jordan algebras.

Theorem 6.7. Let \( K \subset V \) be a symmetric cone. Then there exists a Euclidean Jordan algebra structure with multiplication \( \bullet \) on \( V \) such that \( K = \{ x \bullet x \mid x \in V \} \).

On the other hand, for every Euclidean Jordan algebra \( A \) the set \( \{ x \bullet x \mid x \in A \} \) is a symmetric cone, and non-isomorphic algebras produce non-isomorphic cones.

Euclidean Jordan algebras are equipped with a natural scalar product given by:

\[
\langle x, y \rangle = \text{tr} \, L_x \cdot y,
\]

where \( L_x : A \to A \) is the linear operator of multiplication by \( x \), \( L_x u := x \bullet u \).

Euclidean Jordan algebras always possess an identity element \( I \).

Definition 6.8. An \textit{idempotent} of an algebra \( A \) is an element \( x \in A \) obeying \( x^2 = x \).

Two idempotents \( x, y \) are orthogonal if \( x \bullet y = 0 \).

A \textit{primitive} idempotent is an idempotent which can not be written as a non-trivial sum of orthogonal idempotents.

A \textit{Jordan frame} if a set of orthogonal primitive idempotents which sum to the identity \( I \).

The number of elements in the Jordan frame is always the same and defines the \textit{rank} of the Euclidean Jordan algebra.
Theorem 6.9. (Spectral decomposition) Every element \( x \in A \) of a Euclidean Jordan algebra can in a unique manner be decomposed as a sum \( x = \sum \lambda_i e_i \), where \( \lambda_i \) are distinct real numbers, the eigenvalues of \( x \), and \( e_i \) are orthogonal idempotents which sum to the identity element.

The multiplicity of the eigenvalue \( \lambda_i \) is the number of primitive idempotents which have to be summed to obtain the idempotent \( e_i \).

The rank of \( x \) is the number of non-zero eigenvalues of \( x \), counting their multiplicities.

The determinant of \( x \) is the product of its eigenvalues, counting their multiplicities.

As a function of \( x \) the determinant is a homogeneous polynomial of degree equal to the rank of the algebra.

Definition 6.10. Let \( x \in A \) be an element of a Jordan algebra with identity \( I \). An element \( y \in A \) is called inverse of \( x \), denoted by \( x^{-1} \), if \( x \cdot y = I \) and the operators \( L_x, L_y \) commute.

If such an element \( y \) exists, then \( x \) is called invertible.

In a Euclidean Jordan algebra an element \( x \) is invertible if and only if its determinant is non-zero. If \( x = \sum \lambda_i e_i \) is the spectral decomposition of \( x \), then the inverse is given by \( x^{-1} = \sum \lambda_i^{-1} e_i \).

An element \( x \) is in the symmetric cone of the algebra \( A \) if and only if all its eigenvalues are nonnegative. The symmetric cone can hence also be seen as the cone of "positive semi-definite" elements of the algebra.

Attention: The same symmetric cone can be produced by different Euclidean Jordan algebras, but all these algebras will be isomorphic. The identity elements, scalar products, idempotents, inverses etc. will, however, depend on the chosen algebra. Every element in the interior of the cone may, e.g., take over the role of the identity element, in accordance with the homogeneity of the cone.

6.4 Classification

The symmetric cones have been fully classified. The classification is obtained via the equivalent classification of Euclidean Jordan algebras [6].

Theorem 6.11. Every symmetric cone \( K \) is a direct product of a finite number of symmetric cones \( K_1, \ldots, K_m \), each of which is either a member of one of the following families, indexed by a natural number \( n \geq 1 \):

- Lorentz cone \( L_n = \{ x \in \mathbb{R}^n | x_0 \geq \sqrt{\sum_{j=1}^{n-1} x_j^2} \} \).
- real symmetric positive semi-definite matrix cone \( S_+^n = \{ A = A^T | x^T A x \geq 0 \ \forall \ x \in \mathbb{R}^n \} \).
- complex Hermitian positive semi-definite matrix cone \( H_+^n = \{ A = A^* | x^* A x \geq 0 \ \forall \ x \in \mathbb{C}^n \} \).
- quaternionic Hermitian positive semi-definite matrix cone \( Q_+^n = \{ A = A^* | x^* A x \geq 0 \ \forall \ x \in \mathbb{H}^n \} \).

or the exceptional 27-dimensional Albert cone, which is the cone \( O_+^3 \) of octonionic Hermitian positive semi-definite \( 3 \times 3 \) matrices.

Every cone which was listed above is symmetric and cannot be further decomposed in a non-trivial manner (i.e., it is irreducible).

For \( n = 1 \) all families yield the 1-dimensional cone \( \mathbb{R}_+ \), and the matrix cones for \( n = 2 \) are all isomorphic to a Lorentz cone. Apart from these exceptions, the irreducible cones listed above are mutually non-isomorphic. Note that the orthant \( \mathbb{R}_+^n \) is a direct product of \( n \) copies of the 1-dimensional cone and is hence also symmetric.

The Jordan multiplication for the Lorentz cone is given by

\[
\begin{pmatrix} a \\ u \end{pmatrix} \cdot \begin{pmatrix} b \\ v \end{pmatrix} = \begin{pmatrix} ab + u^T v \\ bu + av \end{pmatrix}.
\]

The Jordan multiplication for the matrix cones is given by

\[
A \cdot B = \frac{AB + BA}{2},
\]
where the product on the right-hand side is the ordinary matrix multiplication.

The Jordan multiplication for a product cone \( K_1 \times K_2 \) is given by \((x_1, x_2) \bullet (y_1, y_2) = (x_1 \bullet y_1, x_2 \bullet y_2)\), \(x_i, y_i \in K_i, \ i = 1, 2\).

The Jordan multiplication for the orthant \( \mathbb{R}^n_+ \) is hence the element-wise multiplication of real vectors in \( \mathbb{R}^n \).

If \( A \) is a real symmetric (complex Hermitian, quaternionic Hermitian) matrix, we shall write \( A \geq 0 \) for \( A \in \mathcal{S}_+^n \) (\( A \in \mathcal{H}_+^n \), \( A \in \mathbb{Q}^n_+ \)) and call \( A \) positive semi-definite, and we shall write \( A > 0 \) for \( A \in \mathbb{S}_+^n \) (\( A \in \text{int} \mathcal{H}_+^n \), \( A \in \text{int} \mathbb{Q}^n_+ \)) and call \( A \) positive definite.

### 6.5 Facial structure

The faces of \( \mathbb{R}^n_+ \) are indexed by the \( 2^n \) subsets of indices \( 1, \ldots, n \). A subset \( I \subset \{1, \ldots, n\} \) defines a face by

\[
F_I = \{ x \in \mathbb{R}^n_+ | x_j = 0 \ \forall \ j \not\in I \}.
\]

So, the whole index set \( I = \{1, \ldots, n\} \) corresponds to the cone itself, and the set \( I = \emptyset \) corresponds to the face \( \{0\} \). The dimension of the face \( F_I \) equals \( \#I \) (the cardinality of \( I \)), and it is isomorphic to the cone \( \mathbb{R}^{|I|}_+ \).

The face \( F_I \) with \( \tilde{I} = \{1, \ldots, n\} \setminus I \) is the complementary face to \( F_I \), it is the maximal face such that \( F_I \bullet F_{\tilde{I}} = 0 \).

The non-zero faces of \( \mathcal{S}_+^n \) are of the form

\[
\mathcal{F}_H = \{ F \cdot A \cdot F^T | A \in \mathcal{S}_+^k \},
\]

where \( k \in \{1, \ldots, n\} \), \( H \) is a \( k \)-dimensional linear subspace of \( \mathbb{R}^n \) (a point of the Grassmanian \( Gr(k, \mathbb{R}^n) \)), and \( F \) is a \( n \times k \) matrix containing a basis of \( H \) as columns. Multiplication of \( F \) from the right by a non-degenerate matrix (an element of \( GL_k(\mathbb{R}) \)) changes the basis, but not its column span, which equals the subspace \( H \), and hence leads to the same face. The face \( \mathcal{F}_H \) is isomorphic to the cone \( \mathcal{S}_+^k \), and its dimension equals \( \frac{k(k+1)}{2} \). The zero face can be seen as the face \( \mathcal{F}_0 \) belonging to the zero subspace.

The face \( \mathcal{F}_{H^\perp} \) with \( H^\perp \) the orthogonal complement to \( H \) is the complementary face to \( \mathcal{F}_H \).

The Lorentz cone \( L_n \) has the improper faces \( \{0\} \) and \( L_n \). All proper faces are extreme rays of \( L_n \), and every extreme ray is a proper face.

The face complementary to the face \( \mathbb{R}_+ \cdot (1, u^T)^T \) is the face \( \mathbb{R}_+ \cdot (1, -u^T)^T \), where \( ||u|| = 1 \).

### 6.6 Summary

<table>
<thead>
<tr>
<th>symmetric cone</th>
<th>( \mathbb{R}^n_+ )</th>
<th>( L_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>dimension</td>
<td>( \frac{n(n+1)}{2} )</td>
<td>( n )</td>
</tr>
<tr>
<td>multiplication</td>
<td>( A \bullet B = \frac{AB+BA}{2} )</td>
<td>( x_1 \begin{pmatrix} y_1 \ \vdots \ y_n \end{pmatrix} = \begin{pmatrix} x_1 y_1 \ \vdots \ x_n y_n \end{pmatrix} )</td>
</tr>
<tr>
<td>identity</td>
<td>( I_n )</td>
<td>( 1 = (1, \ldots, 1)^T )</td>
</tr>
<tr>
<td>primitive idempotents</td>
<td>( x^x,</td>
<td></td>
</tr>
<tr>
<td>rank</td>
<td>( n )</td>
<td>( n )</td>
</tr>
<tr>
<td>determinant</td>
<td>( \text{det} A )</td>
<td>( \prod_{j=1}^n x_j )</td>
</tr>
<tr>
<td>eigenvalues</td>
<td>( \lambda_j(A) )</td>
<td>( x_j )</td>
</tr>
<tr>
<td>inverse</td>
<td>( A^{-1} )</td>
<td>( (x_1^{-1}, \ldots, x_n^{-1})^T )</td>
</tr>
<tr>
<td>proper rank ( k ) faces</td>
<td>( F \cdot \mathcal{S}_+^k \cdot F^T, F \in \mathbb{R}^{n \times k} / GL_k )</td>
<td>( \prod_{j} \mathbb{R}^n_+, \sigma \in {0, 1}^n, 1^T \sigma = k )</td>
</tr>
</tbody>
</table>

An extensive treatment of symmetric cones can be found in [5].
Figure 1: Identity and primitive idempotents in the algebra of the Lorentz cone

6.7 Universality of the real symmetric semi-definite cone

All symmetric cones can be represented as intersections of a cone of positive semi-definite real symmetric matrices with a linear subspace.

We have \((x_0, x_1, \ldots, x_{n-1})^T \in L_n\) if and only if

\[
\begin{pmatrix}
 x_0 + x_1 & x_2 & \cdots & x_{n-1} \\
 x_2 & x_0 - x_1 & 0 & 0 \\
 \vdots & 0 & \ddots & 0 \\
 x_{n-1} & 0 & 0 & x_0 - x_1
\end{pmatrix} \succeq 0.
\]

We have \(x \in \mathbb{R}_+^n\) if and only if \(\text{diag}(x) \succeq 0\).

For a complex Hermitian matrix \(A = S + iK\), where \(S\) is real symmetric and \(K\) is real skew-symmetric, we have \(A \succeq 0\) if and only if

\[
\begin{pmatrix}
 S & K \\
 -K & S
\end{pmatrix} \succeq 0.
\]

For a quaternionic Hermitian matrix \(A = S + iK + jL + kM\), where \(S\) is real symmetric and \(K, L, M\) are real skew-symmetric, we have \(A \succeq 0\) if and only if

\[
\begin{pmatrix}
 S & K & L & M \\
 -K & S & -M & L \\
 -L & M & S & -K \\
 -M & -L & K & S
\end{pmatrix} \succeq 0.
\]

Let \(K = K_1 \times K_2\) be a product cone, and suppose \(A_1 \in K_1\) if and only if \(\mathcal{L}_1(A_1) \succeq 0\), and \(A_2 \in K_2\) if and only if \(\mathcal{L}_2(A_2) \succeq 0\), where \(\mathcal{L}_1, \mathcal{L}_2\) are linear matrix-valued maps encoding the representations of \(K_1, K_2\) as intersections of linear subspaces with real symmetric matrix cones. Construct the linear matrix valued map \(\mathcal{L}\) on the product \(A_1 \times A_2\) by \(\mathcal{L}(A_1, A_2) = \text{diag}(\mathcal{L}_1(A_1), \mathcal{L}_2(A_2))\). Then we have \((A_1, A_2) \in K\) if and only if \(\mathcal{L}(A_1, A_2) \succeq 0\), and \(\mathcal{L}\) represents the product cone \(K\) as intersection of a real symmetric matrix cone with a linear subspace.
Definition 6.12. Intersections of linear subspaces with the cone of positive semi-definite real symmetric matrices are called spectrahedral cones.

Definition 6.13. A cone which can be represented as a linear image of a spectrahedral cone is called semi-definite representable.

The above results can be rephrased as: every symmetric cone is a spectrahedral cone. Actually, even every homogeneous cone is a spectrahedral cone [2].

7 Conic programs

In this section we consider a large class of convex optimization problems, the conic programs. Actually, every convex optimization problem can be formulated as a conic program, so this is merely a form into which a convex problem can be cast. However, this form is more convenient for certain problems and less convenient for others.

7.1 Formulation

Definition 7.1. A conic program over a regular convex cone $K$ is an optimization problem of the form

$$\inf_{x \in K} c^T x : \ Ax = b.$$  

Here $x \in K$ is the conic constraint, $Ax = b$ is a linear constraint, and the objective function is linear. The feasible set of a conic program is hence an intersection of the cone with an affine subspace. As the intersection of convex sets it is convex. The objective function is convex too, and hence a conic program formally belongs to the class of convex problems. The complexity of a conic program is encoded in the cone $K$, and whether the conic program is efficiently solvable depends on which descriptions of the cone $K$ are available.

Since every closed convex set can be written as an intersection of an affine subspace with a regular convex cone, and minimizing a convex function is equivalent to minimizing a linear function over the epigraph of the original function, every convex problem can actually be rewritten as a conic program.

We may write a conic program also in the form

$$\min_{x} c^T x : \ Ax + b \in K.$$  

Here the decision variable $x$ directly parameterizes the affine hull of the feasible set.

7.2 Examples

Linear programs: If the conic constraints involve orthants $\mathbb{R}^n_+$ only, then the resulting conic program is a Linear Program (LP).

Second order cone programs: If the conic constraints involve only products $L_{n_1} \times \cdots \times L_{n_m}$ of Lorentz cones, then the resulting conic program is a Second Order Cone Program (SOCP).

An LP is also an SOCP, because $\mathbb{R}^n_+ = L^1_+$, but not every SOCP can be cast as an LP. An SOCP can, however, be approximated by LPs with a polynomial increase in complexity [1].

Semi-definite programming: If the conic constraints involve matrix cones only, then the resulting conic program is a Semi-Definite Program (SDP). Any LP or SOCP, and more generally every symmetric cone program, can be written as an SDP by the universality property of the semi-definite matrix cone. However, it is not advisable to treat LPs and SOCPs as SDPs due to their better structure and the availability of dedicated solution methods. SDPs cannot in general be approximated by LPs with a polynomial increase in complexity only.

Copositive programs: Let $\mathcal{C}^n$ be the cone of real symmetric $n \times n$ matrices $A$ such that $x^T A x \geq 0$ for every $x \in \mathbb{R}^n_+$. This cone is called the copositive cone. Its difference with the positive semi-definite cone is that we
Geometric programs: A geometric program (GP) aims to minimize an objective function \( f_0(x) \) over the positive orthant \( \mathbb{R}_{++}^n \) with respect to inequality constraints \( f_i(x) \leq 1 \) and equality constraints \( h_j(x) = 1 \). Here the \( f_i \) are posynomials, i.e., of the form \( \sum_k c_k \prod_l x_i^{\alpha_{ikl}} \) with \( c_k > 0 \), and the \( h_j \) are monomials, i.e., of the form \( c \prod_l x_i^{\alpha_{jl}} \) with \( c > 0 \). The problem can be formalized as

\[
\min_{x \in \mathbb{R}_{++}^n} \sum_k c_k \prod_l x_i^{\alpha_{ikl}} : \sum_k c_k \prod_l x_i^{\alpha_{ikl}} \leq 1, \ i = 1, \ldots, m; \ c_j \prod_l x_i^{\alpha_{jl}} = 1, \ j = 1, \ldots, m'.
\]

Introducing the variable change \( y = \log x \) and \( b = \log c \), the problem can be rewritten as

\[
\min_{y \in \mathbb{R}^n} \sum_k c_k (b_k + \sum_l \alpha_{ikl} y_l) : \sum_k c_k (b_k + \sum_l \alpha_{ikl} y_l) \leq 1, \ i = 1, \ldots, m; \ b_j + \sum_l \alpha_{jl} y_l = 0, \ j = 1, \ldots, m'.
\]

Introducing additional variables and defining the 3-dimensional convex cone

\[
K_{\text{exp}} = \{(x, y, 0) \mid x \leq 0, \ y \geq 0\} \cup \{(x, y, z) \mid z > 0, \ y \geq ze^{x/y}\},
\]

the problem can be written as

\[
\min_{y \in \mathbb{R}^n} \sum_k d_{ok} : (b_{ik} + \sum_l \alpha_{ikl} y_l, d_{ik}, 1) \in K_{\text{exp}} \forall k, \ i = 0, \ldots, m; \ \sum_k d_{ik} = 1, \ i = 1, \ldots, m;
\]

\[
b_j + \sum_l \alpha_{jl} y_l = 0, \ j = 1, \ldots, m'.
\]

The problem now has a linear objective function and involves only linear equality constraints and conic constraints described by the cone \( K_{\text{exp}} \).

The cone \( K_{\text{exp}} \) is the closure of the homogenization of the epigraph of the exponential function. It is self-dual in the wider sense that it is isomorphic to \( K_{\text{exp}}^* \), but it is not homogeneous.

7.3 Duality

To any conic program over a cone \( K \) one can define a dual program over the dual cone \( K^* \). To contrast it with the dual problem, the original problem is called the primal. In order to obtain the dual program we dualize the conic constraint by means of a variable \( \lambda \in K^* \), as follows:

\[
\left( \min_{x \in K} c^T x : Ax = b \right) = \left( \min_{x} \max_{\lambda \in K^*} \left( c^T x - \lambda^T x \right) : Ax = b \right) \geq \left( \max_{\lambda \in K^*} \min_{x} \left( c^T x - \lambda^T x \right) : Ax = b \right) = \left( \max_{s} s^T b : c - \lambda \right.
\]

In the third step we used that the minimum \( \min_x \left( c^T x - \lambda^T x \right) : Ax = b \) is finite if and only if the linear functional \( c - \lambda \) is constant on the affine subspace defined by the equations \( Ax = b \). This happens if and only if \( c - \lambda \) can be expressed as a product \( A^T s \) for some vector \( s \).

The dual program is hence a maximization problem, and every feasible point for the dual problem yields a lower bound on the objective value of the primal problem. Vice versa, every feasible point for the primal problem yields an upper bound on the objective value of the dual problem.

Similarly to the case of LPs we may write the pair of conic programs in the following more symmetric form. Let \( L, L^+ \) be complementary linear subspaces of the primal and the dual vector space, respectively. Then the primal-dual pair can be written as

\[
\min (c^T x + \text{const}) : x \in K \cap (L + b),
\]

require \( A \) to be nonnegative only on nonnegative vectors. The cone \( C^n \) is regular, but to decide whether a given point is not in \( C^n \) is NP-complete [8]. Efficient methods for solving generic programs over the copositive cone are hence unlikely to exist.
max\(-b^Ts + \text{const}\): \ s \in K^* \cap (L^+ + c).

The vectors \(b, c\) are not necessarily equal to those in the original problem formulation.

Primal-dual optimization methods treat both problems simultaneously and symmetrically, producing a sequence of primal-dual pairs of iterates whose objective values approach each other.

The optimal values of the primal and dual programs, even if they both exist, do not need to coincide. In this case one speaks of a duality gap.

### 7.4 Second-order cone programs

Linear programs can be used to solve problems with linear constraints and a linear cost function. The descriptive power of second order cone programs (SOCP) is much higher. Below are examples of constraints which can be reformulated as second order cone constraints.

- \(||x||_2^2 \leq t, x \in \mathbb{R}^n\) is equivalent to \((\frac{t+1}{2}, \frac{t}{2}, x) \in L_{n+2};\)
- \(||x||_2^2 \leq t, s \geq 0, x \in \mathbb{R}^n\) can be expressed as \((\frac{t+s}{2}, \frac{t-s}{2}, x) \in L_{n+2};\)
- \(ts \geq 1, t, s > 0\) is equivalent to \((\frac{t+s}{2}, \frac{t-s}{2}, 1) \in L_3;\)
- \(x^TAx + b^Tx + c \leq t\) for \(A \succeq 0\) is equivalent to \((\frac{1-b^Tx-c+1}{2}, \frac{1-b^Tx-c-1}{2}, A^{1/2}x) \in L_{n+2};\)
- \(|t| \leq \sqrt{x_1x_2}\) and \(x_1, x_2 \geq 0\) is equivalent to \((\frac{x_1+x_2}{2}, \frac{1-x_2}{2}, t) \in L_3;\)
- \(t \leq \sqrt{x_1x_2}\) and \(x_1, x_2 \geq 0\) is equivalent to \(t \leq s, s \geq 0, (\frac{x_1+x_2}{2}, \frac{1-x_2}{2}, s) \in L_3.\)

**Example:** Minimization of a convex quadratic function over an intersection of ellipsoids. Consider the problem
\[
\min_{x \in \mathbb{R}^n} (x^TA_0x + b_0^Tx + c_0) : \quad x^T A_i x + b_i^T x + c_i \leq 0, \ i = 1, \ldots, m.
\]

Here \(A_0, \ldots, A_m\) are supposed to be positive semi-definite. This problem can be reformulated as the SOCP
\[
\min_{x, t} t : \quad \left(\frac{t-b_0^Tx-c_0+1}{2}, \frac{t-b_0^Tx-c_0-1}{2}, A_0^{1/2}x\right) \in L_{n+2};
\]
\[
\left(\frac{1-b_i^Tx-c_i}{2}, \frac{1+b_i^Tx+c_i}{2}, A_i^{1/2}x\right) \in L_{n+2}, \ i = 1, \ldots, m.
\]

### 7.5 Semi-definite programs

The descriptive power of SDPs is even higher than that of SOCPs. Below are examples of constraints which can be reformulated as semi-definite constraints.

- \(\lambda_{\max}(X) \leq t\) is equivalent to \(tI - X \succeq 0;\)
- \(||X||_\infty \leq t\) is equivalent to \(-tI \preceq X \preceq tI\) for symmetric matrices;
- \(\sum_{j=1}^k \lambda_j \leq t,\) where \(\lambda_1, \ldots, \lambda_n\) are the ordered eigenvalues of \(X,\) is equivalent to \(t \geq ks + \text{tr} Z, Z \succeq 0, Z + sI \succeq X;\)
- \(A \succeq BC^T B^T, C \succeq 0\) is equivalent to \(\begin{pmatrix} A & B \\ B^T & C \end{pmatrix} \succeq 0;\)
- \(||A||_\infty \leq t\) is equivalent to \(\begin{pmatrix} tI & A \\ A^T & tI \end{pmatrix} \succeq 0\) for rectangular matrices;
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- $(AXB)(AXB)^T + CXD + (CXD)^T + E \preceq Y$ is equivalent to $\begin{pmatrix} I & (AXB)^T \\ AXB & Y - E - CXD - (CXD)^T \end{pmatrix} \succeq 0$
  (here $X, Y$ are the design variables and $A, \ldots, E$ are the data of the problem);
- $x^T Ax \geq 0$ for all $x$ such that $x^T Bx \geq 0$ and there exists $x_0$ such that $x_0^T Bx_0 > 0$ is equivalent to $A - \lambda B \succeq 0$ and $\lambda \geq 0$ (S-lemma).

In the last case $A$ is the original design variable.

The proof of the S-lemma relies on the following theorem by Dines [3].

**Theorem 7.2.** Let $A, B \in S^n$ be real symmetric matrices. Then the set $\{(x^T Ax, x^T Bx) \in \mathbb{R}^2 \mid x \in \mathbb{R}^n\}$ is convex.

The set $\{(x^T Ax, x^T Bx) \in \mathbb{R}^2 \mid x \in \mathbb{R}^n\}$ is called the numerical range of the pair $(A, B)$. The theorem then says that the numerical range is a convex cone.

**Lemma 7.3.** Let $A, B \in S^n$ such that there exists a vector $\hat{x} \in \mathbb{R}^n$ such that $\hat{x}^T B\hat{x} > 0$. Then the following assertions are equivalent:

- $x^T Ax \geq 0$ for all $x$ such that $x^T Bx \geq 0$,
- there exists $\lambda \geq 0$ such that $A - \lambda B \succeq 0$.

**Proof.** If $A - \lambda B \succeq 0$ for some $\lambda \geq 0$, then $x^T Ax \geq \lambda x^T Bx$ for all $x \in \mathbb{R}^n$, and the first assertion is evident.

Let us assume that $x^T Ax \geq 0$ for all $x$ such that $x^T Bx \geq 0$. Then the set $S = \{(a, b) \mid a < 0, b \geq 0\}$ has an empty intersection with the numerical range of $(A, B)$. By convexity of the numerical range there exists a 1-dimensional linear subspace of $\mathbb{R}^2$ which separates it from $S$. Since there exists a point $(\hat{a}, \hat{b})$ in the numerical range with $\hat{a} \geq 0$, $\hat{b} > 0$, this subspace cannot be the abscissa. It is therefore given by the equation $a = \lambda b$ for some $\lambda \geq 0$. But then $a \geq \lambda b$ for all points $(a, b)$ in the numerical range, which is equivalent to the condition $A - \lambda B \succeq 0$.

More semi-definite representable constraints can be found in the lectures of A. Ben-Tal and A. Nemirovski ([https://www2.isye.gatech.edu/~nemirovs/Lect_ModConvOpt.pdf](https://www2.isye.gatech.edu/~nemirovs/Lect_ModConvOpt.pdf))
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