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ANR ASCETE project

Goals : Combining deterministic and stochastic approaches to extend the
proposed techniques to more complex signals

Deterministic models combined with machine learning (e.g. deep neural networks)

Difficult cases for mode recovery (e.g. overlapping components, noisy signals, etc.)

Combining synchrosqueezing with Non-negative Matrix Factorization (NMF)

Generalization to high dimension signals (images, tensors, etc.)

New practical applications (perception, biomedicine, astronomy, etc.)

Project objectives :
Objective 1 : New approaches for the study of MCSs with synchrosqueezing transforms

Objective 2 : Improving signal representations using data-driven and machine learning approaches

Objective 3 : Combining non negative matrix factorization and SST, Phase retrieval

Objective 4 : Applications and Software developments
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Second-order time-reassigned synchrosqueezing

Partners : Nantes, Paris
Involved Tasks : T1.1 : combining stochastic and deterministic approaches
to improve SST

Contributions

A new second-order group-delay estimator for horizontal synchosqueezing
[Fourer, Auger 2019],

Application to the S-transform and continuous wavelet transform [Fourer,
Auger 2020]

First analysis of the Draupner Wave signal analysis

Motivation

Computing enhanced TFR designed for impulsive signal and strongly
modulated modes

Generalization of the time-reassigned synchosqueezed STFT first proposed
by [He et al, 2019]
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Definitions

STFT :
Fh

x (t, ω) =

∫
R

x(τ)h(t − τ)∗ e−jωτ dτ (1)

with j2 = −1

Marginalization over time of Fh
x (t, ω) leads to :∫

R
Fh

x (t, ω) dt =

∫∫
R2

h(t − τ)∗x(τ) e−jωτ dtdτ (2)

=

∫∫
R2

h(u)∗x(τ) e−jωτdudτ (3)

=

∫
R

h(u)∗du
∫
R

x(τ) e−jωτdτ (4)

= Fh(0)∗Fx (ω) (5)

with Fx (ω)=
∫
R x(t) e−jωt dt the Fourier transform of signal x .
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Time-reassigned synchrosqueezing

Horizontal synchrosqueezing

Sh
x (t, ω) =

∫
R

Fh
x (τ, ω)δ

(
t − t̂(2)

x (τ, ω)
)

dτ (6)

where t̂x (t, ω) corresponds to the time reassignment operator (group-delay).
Reconstruction :

x(t) =
1

2πFh(0)∗

∫∫
R2

Sh
x (τ, ω) ejωt dτdω. (7)

Second-order group-delay estimator

t̂(2)
x (t,ω) =

{
ω−ω̂x (t,ω)+Im(q̂x (t,ω) t̃x (t,ω))

α̂x (t,ω)
if α̂x (t,ω) 6=0

t̂x (t, ω) otherwise
(8)

with :

t̂x (t,ω) = Re
(
t̃x (t,ω)

)
,with t̃x (t,ω) =t −

FT h
x (t,ω)

Fh
x (t,ω)

(9)

ω̂x (t,ω) = Im (ω̃x (t,ω)) ,with ω̃x (t,ω)=jω +
FDh
x (t,ω)

Fh
x (t,ω)

(10)

α̂x (t, ω) = Im(q̂x ),with q̂x (t, ω) =
FD

nh
x Fh

x − FD
n−1h

x FDh
x

FT h
x FDn−1h

x − FTDn−1h
x Fh

x
(11)
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References

Numerical results on Draupner signal and codes

Matlab Codes
https://fourer.fr/hsst
https://fourer.fr/sthsst
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Possible extensions

Robust to noise estimators using regularization

High-order group-delay estimators (Pham, Meignen et al.)

Theoretical analysis of time-reassigned synchrosqueezing wavelet transform
[Li, Zhang, Auger et al. 2022]

Self-matched extracting wavelet transform and signal reconstruction [Li,
Auger, et al. 2022]

etc.
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Pseudo-Bayesian approach for mode extraction

Partners : Paris

Involved Tasks : T1.1 + T1.2 : New ridge extraction technique

Contributions

A new noise-robust mode extraction method based on the STFT [Legros,
Fourer, 2021],

Extension using alpha-beta divergence and a new signal detector
(submitted [Legros, Fourer, 2022])

Application on both synthesized and real-world signals

Motivation

Robust mode extraction method usable to any time-frequency
representation

Robust Instantaneous Frequency estimator and Ridge detection method
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Given a discrete-time spectrogram sn,m (n the time index and m the frequency
bin), model each spectrogram slice as :

sn,m|m̄n ∼ g (m − m̄n) , with g(m) =
2
√
πL

M
e−( 2πmL

M )2
(12)

Compute the joint likelihood (assuming independence between successive frames)

p(sn|m̄n) =

M−1∏
m=0

p(sn,m|m̄n). (13)

Instead of maximizing posterior given by p(m̄n|sn) = p(sn|m̄n)p(m̄n)
p(sn)

which is
equivalent to minimize the KL divergence between p(sn) and p(sn|m̄n), we
replace the KL-divergence by a robust α− β-divergence leading to the following
pseudo-posterior :

Use the pseudo-posterior expressed in terms of alpha-beta cross-entropy :

p(m̄n|sn) ∝ e−MCEα,βAB (m̄n)p(m̄n). (14)
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Matlab Codes
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EM approach for mode extraction and IF estimation

Partners : Paris, Grenoble

Involved Tasks : T1.1 + T1.2 : New ridge extraction technique

Contributions

A new noise-robust mode extraction method based on the STFT [Legros,
Fourer, 2021]

Application on synthesized signals

Motivation

Noise-robust mode extraction method

Deal with overlapping components
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Given a spectrogram sn,m, a ssume a mixture model :

p(sn,m|wn, m̂n) =
K∑

k=1

wk
n g(m − m̂k

n) +
1
M

(
1−

K∑
k=1

wk
n

)
, (15)

Compute the joint-likelihood :

p(S |W ,M̂) =
∏
n

∏
m

p(sn,m|wn, m̂n). (16)

Consider two distinct prior :
Total Variation :

p(M̂|ε) ∝ exp

[
−ε

K∑
k=1

‖m̂>k,:‖TV

]
, (17)

Laplacian :

p(M̂|λ) ∝ exp

[
−
λ

2

K∑
k=1

‖Lam̂>k,:‖
2
2

]
, (18)
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Approximate joint posterior as :

p(W ,M̂|S) ∝ p(S |W ,M̂)p(M̂)p(W ). (19)

(modified) Expectation-Maximization at iteration (i) :

Q̂(W |W (i)) = log p(S |W ,M̃) + log
[
p(M̂)p(W )

]
,

W (i+1) = argmax
W

Q̂(W |W (i)).
(20)
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Finite Rate of Innovation (FRI) approach for mode extraction

Partners : Paris

Involved Tasks : T1.2 : New ridge extraction technique

Contributions

FRI-based approach for mode extraction and IF estimation (submitted to
SPL [Legros, Fourer, 2022])

Possibly combined with synchrosqueezing

Application on both synthesized and real-world signals

Motivation

Robust IF estimation and Ridge detection method
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Observation model :

sn,m ≈
K−1∑
k=0

ak(n)g(m − φ′k(n)) (21)

where ak(n) = α2k(n) and g(m) = e−( 2πmL
M )2

Assumes the signal to retrieve as a stream of Dirac Pulses :

fn(m) =

K−1∑
k=0

ak(n)δ(m − φ′k(n)) . (22)

Estimation of f̂n = D−1g V−1sn where [V ]m,λ = ej2π( mλ
M ) is a (M × 2M0 + 1)

matrix and Dg is a diagonal matrix gathering the discrete time Fourier series
coefficients of g .
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Estimation of the mode location by estimating the annihilating filter h
such as :

(f̂n ∗ h)(l) =
∑
i∈Z

h(i)f̂n(l − i) = 0

=
K−1∑
k=0

ak(n) e
−j2πlφ′k (n)

M
∑
i∈Z

h(i) e
j2πiφ′k (n)

M

︸ ︷︷ ︸
H

e
−j2πφ′

k
(n)

M



= 0 (23)

with H(z) the Z-transform of h, whose roots are e
−j2πφ′k (n)

M .

In presence of noise, h minimizes ||f̂n ∗ h||2 (Total Least Squares method)

The FRI-TLS method can be combined with vertical synchrosqueezing
(FRI-SST)
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Malab Codes
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Harmonic/Percussive Source Separation

Partners : Paris

Involved Tasks : T1.2 : New ridge extraction technique, T4.2 : application
of SST to audio signals

Contributions

Computes AM-FM estimator in the TF plane for separating harmonic /
percussive sources [Fourer, 22]

Combines Machine-learning with time-frequency analysis

Application to music audio signals

Motivation

Disentangling the harmonic deterministic part from the percussive and
noisy part

Enhancing audio signal for MIR applications
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Assumes an instantaneous mixture
x(t) = sh(t) + sp(t) (24)

with
x(t) = eλx (t)+jφx (t), with j2=−1, (25)

Uses previously proposed estimators in [Fourer, Auger et al. 2018]

q̂(tn)
x (t, ω) =

FD
nh

x Fh
x − FD

n−1h
x FDh

x

FT h
x FDn−1h

x − FT Dn−1h
x Fh

x
(26)

Ψ̂
(tn)
x (t, ω) =

FDh
x FT D

n−1h
x − FT h

x FD
nh

x

FT Dn−1h
x Fh

x (t,ω)− FT h
x FDn−1h

x
+ jω (27)

ν̂x (t, ω) = Re
(
q̂x (t, ω)

)
, α̂x (t, ω)=Im

(
q̂x (t, ω)

)
(28)

ˆ̇λx (t, ω) = Re
(

Ψ̂x (t, ω)
)
, ˆ̇φx (t, ω) =Im

(
Ψ̂x (t, ω)

)
(29)

AM-FM Parameters (after discretization) :

AM : ˆ̇λx [k,m]
FM : α̂x [k,m]

AM-FM : Cx [k,m] =

√
ˆ̇λx [k,m]2 + α̂x [k,m]2
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Training based on Linear Discriminant Analysis
Reference Separation Mask using ground truth :

M(true)

h [k,m] =

{
1 if |Fh

sh
[k,m]|2 > |Fh

sp [k,m]|2

0 otherwise
, (30)

M(true)
p [k,m] = 1−M(true)

h [k,m] (31)

Compute the centroid of each source (i.e. µh ou µp) in the discriminant space.

⇒ The trained model corresponds to eigenvectors and µh et µp .

Separation
For each TF point, Compute the descriptors Qx [k,m]

Compute the linear projection PQ
Separation masks :

Mh [k,m] =

{
1 if ||PQ[k,m]− µh||< ||PQ[k,m]− µp ||
0 otherwise

, Mp [k,m] = 1−Mh [k,m]. (32)

Reconstruction :

ŝh = TFCT−1(Fh
x [k,m]Mh [k,m]) (33)

ŝp = TFCT−1(Fh
x [k,m]Mp [k,m]) (34)
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Numerical results

Audio results
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HVS detection from EEG signals using recursive synchrosqueezing transform

Partners : Paris, Tsing Hua University (Taiwan)

Involved Tasks : T1.3 and T4.1 : multivariate SST and application to the
study of ECG and EEG signals

Contributions

A new HVS method designed to ECG signals

Combines recursive synchrosqueezing with a detector

Application on real-world signals

Motivation

Fast Prediction of Parkinson high voltage spindles (HVS)
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Future application to radar signal processing
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Objective 4 : Applications and Software developments

Souriau, R., Fourer, D., Chen, H., Lerbet, J., Maaref, H., & Vigneron, V. (2019, August).
High-Voltage Spindles detection from EEG signals using recursive synchrosqueezing transform. In
GRETSI.

Abratkiewicz, K., Samczynski, P., & Fourer, D. (2020, September). A Comparison of the
Recursive and FFT-based Reassignment Methods in micro-Doppler Analysis. In 2020 IEEE Radar
Conference (RadarConf20) (pp. 1-6). IEEE.

Orlowska, A., Fourer, D., Gavini, J. P., & Cassou-Ribehart, D. (2022). Honey Bee Queen
Presence Detection from Audio Field Recordings using Summarized Spectrogram and
Convolutional Neural Networks. In International Conference on Intelligent Systems Design and
Applications (pp. 83-92). Springer, Cham.

Xia, S., Fourer, D., Audin, L., Rouas, J. L., & Shochi, T. (2022, May). Speech Emotion
Recognition using Time-frequency Random Circular Shift and Deep Neural Networks. In Speech
Prosody 2022.

To appear :

D. Fourer and A. Orlowska, Detection and Identification of Beehive Piping Audio Signals. Proc.
DCASE 2022. Nancy, France. (accepted for publication)
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On the use of concentrated TFR with DNN

Partners : Paris, Nantes

Involved Tasks : T4.3 and T2.2 : development of original DNN-based
signal processing tools

Contributions

First study on the relevance of concentrated TFR applied to DNN-based
signal classification

Combination of 2D-CNN architecture with reassigned spectrogram and
synchrosqueezed STFT

Application to non-intrusive load monitoring (NILM)

Motivation

Improving the accuracy of existing NILM methods

Investigating the relevance of concentrated TFR for signal classification
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DNN-based reassignment

Partners : Paris

Involved Tasks : T2.2 : development of original DNN-based signal
processing tools

Contributions

Improving the readability of a TFR

Comparison of classical and DNN-based reassignment methods

Motivation

Improving the robustness to noise with a data-driven approach

Reassignment can be viewed as an image post-processing operation
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Figure : Proposed DNN-based reassignment method
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Figure : Proposed architecture based on 2D CNN.

Uses 2D convolutional neurons with a 5× 5 kernel
Activation function : REctified Linear Unit (RELU)
Dropout : Randomly discard 10% of the computed coefficients
Optimizer : RMSProp 1

1. Bengio, Yoshua. "Rmsprop and equilibrated adaptive learning rates for nonconvex optimi-
zation." corr abs/1502.04390 (2015).
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Unitary test on a sinusoidal signal 1/2

Figure : Comparison between |Xh|, ITFR, DNN1 estimation and classical reassigned
spectrogram.
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Unitary test on a sinusoidal signal 2/2

Figure : Comparison between |Xh|, ITFR, DNN1 estimation and classical reassigned
spectrogram at a given time instant n = 50.
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Figure : Comparison between |Xh|, ITFR, DNN2 estimation and classical reassigned
spectrogram.
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Figure : Comparison between |Xh|, ITFR, DNN2 estimation and classical reassigned
spectrogram at a given normalized frequency λ = 0.3.
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Figure : Comparison between |Xh|, ITFR, DNN2 estimation and classical reassigned
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Figure : Comparison between |Xh|, ITFR, DNN2 estimation and classical reassigned
spectrogram at a given normalized frequency λ = 0.3.
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Multi-component noisy signal 1/2

Figure : Comparison between |Xh|, ITFR, DNN2 estimation and classical reassigned
spectrogram.
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Figure : Comparison between |Xh|, ITFR, DNN2 estimation and classical reassigned
spectrogram.
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Overlapping components 1/2

Figure : Comparison between |Xh|, ITFR, DNN2 estimation and classical reassigned
spectrogram.
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Figure : Comparison between |Xh|, ITFR, DNN2 estimation and classical reassigned
spectrogram.
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Objective 2 : Improving signal representations using data-driven

Houidi, S., Fourer, D., & Auger, F. (2020). On the use of concentrated
time-frequency representations as input to a deep convolutional neural
network : Application to non intrusive load monitoring. Entropy, 22(9),
911.

In preparation :

D.Fourer, Q. Legros and F. Auger. Improving the readability of
Time-frequency and Time-Scale Representations using Deep Convolutional
Neural Networks
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Outlook

2022

oct (1 month) : EM-based IF and CR estimation methods

nov-dec (2 months) : Finalizing and submitting work on DNN-based
reassignment

With extension for Quentin (6 extra months)

jan-mar (3 months) :
Mode-extraction DNN-based methods (image-based segmentation using
advanced neural network architectures)
TFR information estimation with F. Auger (Nantes)

apr-jun (3 months) : Adaptive representations learning (investigation based
on recurrent CNN with constraint)

Other ideas :
spectrogram/scalogram phase reconstruction
spectrogram/scalogram zeros/peaks statistical analysis
overlapping modes reconstruction
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Future work directions / Ideas for future projects and collaborations

A public Benchmarking for mode extraction, denoising and IF/CR
estimations methods (with Juan)

TFR structure information extraction from a machine learning point of
view (with Francois)

New academic project proposal on signal processing for smart beekeeping
(with all bees friends)

Green IA : using TF analysis for computing low-dimension signal models
for efficient computation, embedded systems and energy saving

...
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