A multiresolution remeshed Vortex-In-Cell algorithm using patches
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A B S T R A C T

We present a novel multiresolution Vortex-In-Cell algorithm using patches of varying resolution. The Poisson equation relating the fluid vorticity and velocity is solved using Fast Fourier Transforms subject to free space boundary conditions. Solid boundaries are implemented using the semi-implicit formulation of Brinkman penalization and we show that the penalization can be carried out as a simple interpolation. We validate the implementation against the analytic solution to the Perlman test case and by free-space simulations of the onset flow around fixed and rotating circular cylinders and bluff body flows around bridge sections.
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1. Introduction

The Vortex-In-Cell (VIC) method \cite{1,2} is a highly efficient hybrid particle-mesh algorithm for the simulation of incompressible viscous flow. The alternative, the fast multipole method (FMM) \cite{3–5} scales optimally as $O(N)$, where $N$ denotes the number of particles, but involves a bigger prefactor than the VIC algorithm, and parallel implementations of the FMM are generally less efficient than VIC algorithms \cite{6}. Another efficient hybrid scheme \cite{7–10} decomposes space into smaller VIC problems with boundary conditions provided by an FMM. The VIC algorithm has previously been implemented in parallel \cite{11} to simulate large flow problems, e.g. trailing vortices with billions of particles \cite{12}. By using Brinkman penalization straightforward fluid-solid interaction can be included without the need of complex meshing \cite{13}. Particle velocities are computed on meshes, using fast Fourier transforms (FFT) with a $O(N \log N)$ scaling. Non-periodic \cite{14–16} or semi-periodic \cite{17} flows can be simulated in spite of the periodic nature of the FFT algorithm. However, the FFTs require Cartesian uniform meshes. While these meshes allow efficient computation of vortical diffusion and stretching they do not facilitate local refinement.

Non uniform resolution in particle methods has been achieved with conform mappings \cite{6,18}, Dirichlet boundary conditions \cite{19,20} and FMM multilevel particle remeshing algorithms \cite{21}. The latter reference, which introduces overlaid meshes and overlapping buffers, serves as the starting point for the present multiresolution mesh based velocity algorithm. In the present work the meshes are staggered and the buffers are adapted accordingly, thereby alleviating the discrete sub-sectioning. The local refinement is determined a priori in the current work, but the presented algorithm does not prevent the formation or repositioning of the refined areas during the simulation. The present work is limited to two dimensions but can...
easily be extended to three dimensions and is relevant for simulating physics governed by the Poisson equation, e.g. celestial mechanics, electro dynamics.

The remaining part of the paper is structured as follows: in Section 2 we present the flow model and the penalization technique. In Section 3 we describe our multiresolution algorithm. In Section 4 we validate the implementation of the algorithm against quantitative benchmarks. In Section 5 we conclude the article.

2. The vortex in cell algorithm

The Vortex-In-Cell algorithm [1,2] evolves the incompressible flow described by the vorticity-transport equation

\[ \frac{D\omega}{Dt} = \nu \nabla^2 \omega, \]  

with constant kinematic viscosity \( \nu \). Eq. (1) describes the rate of change of vorticity

\[ \omega = \nabla \times u, \]  

of a particle moving with the velocity \( u \). The vorticity in two-dimensional analysis is a scalar \( \omega \) equal to the out of plane component (\( e_z \)) of the curl of the velocity field, \( \omega = \omega e_z \). The velocity \( u \) is defined as

\[ u = V \times \Psi + U_\infty, \]  

where \( \Psi \) is a stream function and \( U_\infty \) the irrotational free stream velocity. Combining Eq. (3) with the definition of vorticity (Eq. (2)) yields the Poisson equation

\[ \nabla^2 \Psi = -\omega, \]  

linking vorticity to the stream function and in turn to the velocity, cf. Eq. (3). The stream function is calculated on the mesh from the Poisson equation, Eq. (4), using a Green’s function solution [15]

\[ \Psi(x) = \int_V G(y - x) \omega(y) dy, \]  

\[ \Psi = G * \omega, \]  

where

\[ G(y - x) = -\frac{1}{2\pi} \log |y - x| \]

is the free-space Green’s function to the Poisson equation in two dimensions [22]. The convolution is performed in Fourier space according to the convolution theorem. The Fourier transformation is carried out numerically using the fast Fourier transform which entails a periodicity of \( G \), and in turn \( \Psi \). To circumvent the periodicity the domain is doubled in each physical direction by padding the vorticity field \( \omega \) by zeros [14–16]. \( G \) is defined in the full extent of the new domain. Due to the zero-vorticity region the Green’s function does not add periodic contributions through the convolution.

The vorticity field \( \omega \) is approximated by \( N \) discrete vorticity-carrying particles. The particle vorticity is interpolated to the mesh points \( x_m \) of an underlying equally spaced Cartesian mesh, through

\[ \omega_m = \sum_p C_p \omega_p \left( \frac{x_p - x_m}{\Delta x} \right), \]  

using the third order \( M_3 \) [23] interpolation kernel

\[ W(x) = \begin{cases} 0, & \text{for } |x| > 2, \\ \frac{1}{2} (2 - |x|)^2 (1 - |x|), & \text{for } 2 \geq |x| > 1, \\ 1 - \frac{1}{2} x^2 + \frac{3}{2} |x|, & \text{for } 1 \geq |x|. \end{cases} \]  

in each coordinate direction, conserving 0, 1st and 2nd order moments. \( \Delta x \) is the mesh spacing.

From the velocity \( u \) and vorticity \( \omega \) on the mesh the right hand side of Eq. (1) is computed and interpolated back to the particles along with the velocity. The particle position \( x_p \) and vorticity \( \omega_p \) is updated using Runge–Kutta second order time integration.

For the simulation of advection problems, particle-mesh algorithms are not constrained with the usual CFL condition. Instead, the time step size (\( \Delta t \)) is limited by the amount of shear, through a condition of the type

\[ \Delta t < \frac{C_1}{|\omega|_\infty}. \]
which does not directly depend on the spatial resolution. \( C_1 \) is a constant depending on the integration scheme. In the cases we have dealt with in the present paper, the limiting factor is the explicit discretization of the diffusion and our time step is chosen to satisfy
\[
\Delta t < \frac{C_2 \Delta x^2}{v}.
\]
\( C_2 = 1/4 \) is a constant depending on the integration scheme.

As the particles are advected they may be subject to numerical errors imposing compression/dilation in certain regions whereas other regions become sparsely populated. To ensure a sufficient resolution in the entire domain and to avoid strong deformation of the particle volumes new particles are remeshed from the mesh. Remeshing at every \( n_r \) time step improves spatial convergence [24]. Presently \( n_r = 1 \).

2.1. Brinkmann penalization

The no-slip condition at solid surfaces may be imposed by using Brinkman penalization [25,26,13]. By adding the Brinkmann penalization term to the Navier–Stokes equation, Eq. (1) becomes
\[
\frac{D \omega}{D t} = \nu \nabla^2 \omega + \nabla \times [\lambda \chi (u_s - u)],
\]
where \( \lambda \) is the penalization parameter ([1/\( \varepsilon \)]), equivalent of an inverse porosity and \( u_s \) is the solid velocity. \( \chi \) is the solid mask that is 1 inside the solid and 0 in the fluid. In the present work \( \chi \) is defined solely on the meshes. To improve the numerical accuracy of the curl, \( \chi \) is varied smoothly from 0 to 1 over the mollification interval of width \( L \) normal to the surface, corresponding to a fixed number of mesh cells. \( \chi \) is constructed via a mollified step function \( S \), a function of the signed distance to the surface of the solid. In the present work \( S \) is determined such that it is continuous and differentiable and consists of second order polynomials in the first and last \( L/4 \) of the mollification interval and first order polynomial in the intermediate region, see Fig. 1. It is desirable to choose \( \lambda T \gg 1 \), where \( T \) is a flow characteristic time, but, in the case of explicit Euler time discretization the penalization parameter must satisfy \( \lambda \Delta t < \epsilon(1) \) to ensure stability. Instead of evaluating the penalization as a source term, cf. Eq. (9), it can be evaluated semi-implicitly [13] by using a split-step algorithm. That is, at time step \( n \): update the vorticity field by evaluating the penalization term and subsequently evaluate the right hand side of Eq. (1). The penalization term can be evaluated implicitly by the expression
\[
\tilde{\omega}^{n+1} = \frac{\omega^n + \lambda \Delta t \chi \omega^n}{1 + \lambda \Delta t \chi},
\]
\[
\tilde{\omega}^{n+1} = \nabla \times \tilde{u}^{n+1},
\]
where the tilde denotes that the result is not the final solution of the time step. This facilitates the use of high \( \lambda \) values but with an increasingly discontinuous velocity field as a consequence when using a smooth step function \( S \). Also, a residual of \( u^n \) on the order of \( 1/\lambda \Delta t \) is left in the solid interior, cf. Fig. 1. Instead the penalization term may be evaluated explicitly in a similar split-step algorithm with \( \lambda = 1/\Delta t \). The resulting expression may be viewed as simple interpolation between the velocity fields \( u^n \) and \( u_s^n \)
\[
\tilde{u}^{n+1} = (1 - \chi) u^n + \chi u_s^n,
\]

![Fig. 1. The polynomial step function \( S \) (——) as a function of the signed distance to the solid surface. Implicit penalization of a uniform velocity field \( U = 1 \) (Eq. (10)) results in velocity fields \( \tilde{u} \) (-----) with a residual of \( 1/\lambda \Delta t \) of \( U \) in the solid. (-------) is the velocity by interpolation penalization Eq. (12). For the sake of clarity \( \lambda \Delta t = 20. \) (6744 J.T. Rasmussen et al. / Journal of Computational Physics 230 (2011) 6742–6755)](image-url)
thereby eliminating the penalization parameter $\lambda$, removing the residual velocity and controlling the weight of the solid and fluid velocity explicitly. The interpolating penalization Eq. (12) also corresponds to the semi-implicit penalization (Eq. (10)) using a special mask

$$\hat{\lambda} = \min \left( \frac{\lambda}{\lambda + (1 - \lambda)} \right),$$

that is capped at 1 to avoid singularities, where $\chi$ is the corresponding mask of Eq. (12).

Replacing the vorticity field by the finite difference evaluation of Eq. (11) introduces significant numerical diffusion of the vorticity field. Therefore the penalization step Eqs. (12) and (11) is formulated as a correction

$$\Delta \mathbf{u} = \mathbf{u}^{n+1} - \mathbf{u}^n = (1 - \chi) \mathbf{u}^n + \chi \mathbf{u}_s^n - \mathbf{u}_t^n,$$

$$\Delta \omega = \mathbf{v} \times \Delta \mathbf{u},$$

$$\tilde{\omega}^{n+1} = \omega^n + \Delta \omega,$$  \hfill (13)

such that $\omega^n$ is not replaced but updated by the correction Eq. (13) evaluated by finite differences.

The vorticity correction (Eq. (14)) is local and therefore the velocity field computed from the corrected vorticity can in general not be expected to provide a solution that exactly satisfies the no-slip boundary condition. This can be improved by repeating the penalization during a time step thereby increasing the correspondence between velocity and vorticity. We have observed that the deviation from the penalized velocity to the solid velocity decreases exponentially. In the present simulations the solid velocities are constant, and thus the effect of performing more than one penalization per time step is insignificant. In the case of objects moving or deforming objects consecutive penalizations may be necessary.

2.2. Aerodynamic forces

The two-dimensional (2D) force per unit length applied by the solid to the fluid and vice versa can be computed by integrating the penalization term over the domain. For the explicit evaluation of the penalization term the force is given by

$$F_s = -\rho \int_A \hat{\lambda} \mathbf{v} (\mathbf{u}_s - \mathbf{u}) dA,$$  \hfill (15)

or, in the case of split-step interpolation penalization, by integrating the time averaged rate of change of the interpolation penalization

$$F_s = -\rho \int_A \frac{\partial}{\partial t} \hat{\lambda} \mathbf{v} (\mathbf{u}_s^n - \mathbf{u}_t^n) dA.$$  \hfill (16)

Alternatively the force on stationary objects can be calculated by the rate of change of the integral of vorticity moments [27] over the domain $A$

$$F_s = -\rho \frac{d}{dt} \int_A \mathbf{x}_m \times \omega_m \mathbf{e}_z dA,$$  \hfill (17)

where $\rho$ is the fluid density. The expression can be expanded to domains with a flux of vorticity across the boundaries [28] and to allow general solid body motion of the objects [29].

3. Multiresolution

Inherently, the Vortex-In-Cell algorithm is limited by the required uniform mesh resolution. Particles of different size can be initialised to increase the spatial resolution where needed but to be able to use FFTs to efficiently solve the Poisson equation, the underlying mesh must be uniform thus loosing the added spatial resolution when computing particle velocities and when remeshing. By utilising the linearity of the Poisson equation (Eq. (4)) it is possible to increase the local resolution on patches, i.e. to have local meshes of higher resolution conforming to the requirements of the FFT.

By $\mathbf{v}$ we define the complete vorticity field and by $\mathbf{v}$ and $\mathbf{u}$ the corresponding stream function and velocity field on the domain $A$. We compose $A$ into $A_1$ and $A_2$ where

$$A = A_1 \cup A_2,$$

$$A_1 \cap A_2 = \emptyset.$$

We similarly divide the complete vorticity $\mathbf{v}$ into a part $\omega_1$ and $\omega_2$ contained in $A_1$ and $A_2$ respectively such that

$$\omega = \omega_1 + \omega_2.$$
Due to the linearity of the Poisson equation Eq. (4) it follows that
\[
\nabla^2 \Psi = \Psi_1 + \Psi_2,
\]
where
\[
\begin{align*}
\nabla^2 \Psi_1 &= -\omega_1, \\
\nabla^2 \Psi_2 &= -\omega_2,
\end{align*}
\]
are the stream functions on the domain \(A\) corresponding to the vorticity \(\omega_1\) and \(\omega_2\). Due to the linearity of the curl operator it follows that
\[
\bar{\mathbf{u}} = \mathbf{u}_1 + \mathbf{u}_2, \tag{19}
\]
where
\[
\begin{align*}
\mathbf{u}_1 &= \nabla \times \Psi_1, \\
\mathbf{u}_2 &= \nabla \times \Psi_2.
\end{align*}
\]

The numerical representation of \(\omega_1\) and \(\omega_2\) is contained on rectangular uniform Cartesian meshes \(M_1\) and \(M_2\) covering at least \(A_1\) and \(A_2\) respectively. The primes ‘ ′ and “” indicate mesh spacings \(\Delta x_1\) and \(\Delta x_2\). If \(\Delta x_1 \neq \Delta x_2\) Eqs. (18) and (19) are evaluated using mesh-to-mesh interpolation using Eq. (7), where \((\omega_1, \mathbf{x}_1)\) is replaced by the mesh points and corresponding vorticity values. By \(\omega^o\) we denote vorticity on a mesh with a resolution higher than that of a mesh containing \(\omega^o\). In the present work the resolution of \(\omega^o\) is twice that of \(\omega^o\), i.e. \(\Delta x_2 = \Delta x_1/2\). Similarly \(\mathbf{u}^o\) denotes velocity at twice the resolution of \(\mathbf{u}\).

The points of the 2D meshes are interpreted as the centres of equally sized rectangular cells. We require that the boundaries of \(A_1\) and \(A_2\) are aligned with the cell sides to ensure a unique representation of the vorticity \(\omega_1\) and \(\omega_2\) and the conservation of the total vorticity, i.e. circulation. This implies that the mesh points of the two meshes are staggered in each coordinate-direction by \(\Delta x_2/2\). \(A_1\) and \(A_2\) are shown as dark areas on Fig. 2.

It is possible to calculate the velocity field \(\bar{\mathbf{u}}\) on both the coarse \(M_1\) and the finer \(M_2\) taking advantage of the increased resolution on \(M_2\). We refer to the ensemble of the mesh \(M_2\) and the set of particles created from it as a patch and refer to \(M_1\) and the set of particles created from \(M_1\) as the parent. The patch will be specified further in Section 3.1. By interpolating \(\omega^o_2\) to \(M_1\) the mesh contains a complete representation of the vorticity field
\[
\omega^o_1 = \omega^o_1 + \omega^o_2 \tag{20}
\]
and the velocity \(\bar{\mathbf{u}}^o\) can be determined using the standard free-space Green’s function approach on the uniform \(M_1\). The bar denotes that the velocity field corresponds to the complete vorticity and the lower index indicates the resolution level.

For \(M_2\) the velocity contribution of both \(\omega_1\) and \(\omega_2\) must be included. To obtain the velocity contribution \(\mathbf{u}_1\) from the exterior vorticity \(\omega_1\), the velocity contribution \(\mathbf{u}_2\) of the coarse patch vorticity \(\omega^o_2\) is subtracted from \(\mathbf{u}_1\). The result is then interpolated to \(M_2\)
\[
(\mathbf{u}_1)^o = (\bar{\mathbf{u}}_1^o - \mathbf{u}_2^o) = (\bar{\mathbf{u}}_1^o)^o - (\mathbf{u}_2^o)^o,
\]
yielding the contribution of the exterior vorticity on \(M_2\). The final complete velocity is given by adding \(\mathbf{u}_2^o\), the velocity contribution of \(\omega^o_2\) to \((\mathbf{u}_1^o)^o\)
\[
\mathbf{u}_1^o = (\mathbf{u}_1^o)^o + \mathbf{u}_2^o = (\mathbf{u}_1^o)^o - (\mathbf{u}_2^o)^o + \mathbf{u}_2^o. \tag{21}
\]
Again the bar denotes that the velocity corresponds to the complete vorticity. If multiple patches share the same parent mesh \(M_1\) the velocity field \(\bar{\mathbf{u}}^o\) can be reused. This is not the case if \(\mathbf{u}_2^o\) is computed directly.

Fig. 2. Meshes: The dark areas are the patch interior mesh \(A_2\) and the parent mesh \(A_1\), the light grey areas are the corresponding buffers. The cell centres have been marked by dots.
3.1. Patches and interpolation

The present approach builds on the work of [21] and thereby differs from other multiresolution particle methods as the set of all particles is divided into subsets, each subset being associated with a certain mesh. In the present work nodes of meshes of varying resolution are not aligned as [21] but staggered to ensure conservation of vorticity. The combination of a mesh and the corresponding set of particles we refer to as a patch. Each patch has a parent; a mesh and its associated set of particles, and the entire data structure consists of patches. The parent can be another patch of any resolution level or it may be the lowest level mesh and its associated particles. The mesh that covers the entire computational domain and its associated particles are level 1 and are referred to as the base patch. As the base patch does not have a parent patch, parts of the interpolation and velocity computation vary for the base patch. The resolution of the \( l \)th level patch is given relative to the base mesh spacing \( \Delta x_1 \). Thus

\[
\Delta x_l = \Delta x_1 \left( \frac{1}{2} \right)^{l-1},
\]

for any \( l > 0 \). In the present implementation a patch of level \( l > 1 \) has a parent of level \( l - 1 \). By extending the interpolation, patches could have parents of even coarser resolution. For each level there may be several patches with the same or different parents and we refer to the \( p \)th patch of level \( l \) as \( P_p^l \). To ensure spatial support for the patch particle-to-mesh interpolation (P2M) (Eq. (7)), particles are formed from both the interior patch as well as a surrounding support buffer [21]. \( k \) denotes the width of the support; for the \( M^4 \) kernel \( k = 2 \) cf. Eq. (8). These particles are created during the particle remeshing step to ensure support for the \( M^4 \) kernel for the interior mesh points close to the boundary. Fig. 3 shows the discrete support buffers for the staggered setup of the patch and the parent mesh

\[
l_{a1} = k \Delta x_1, \tag{22}
\]

\[
l_{a2} = k \Delta x_2. \tag{23}
\]

When the particles are advected after the remeshing at every \( n_r \) time steps, the interpolation support of the outermost mesh points is ensured by creating additional particles in the advection buffer [21] of width

\[
l_{a1} = \sum_{n=1}^{n_r} \| u^n \|_\infty \Delta t, \tag{24}
\]

\[
l_{a2} = \sum_{n=1}^{n_r} \| u^n \|_\infty \Delta t. \tag{25}
\]

The advection buffer is truncated to the lowest multiple of the cell length. To evaluate the right hand side of Eq. (1) with second order finite differences the buffer must be either expanded additionally by one cell for support of the finite difference scheme or, as in the present study, through one-sided finite differences for the outermost layer of cells.

The present mesh and buffer setup ensures support for the mesh values of the patch buffer such that values can be interpolated from the particles of the parent, and vice versa, as shown by the dashed and dotted arrows on Fig. 3. Thereby the meshes, including buffers, are populated entirely by particle-to-mesh interpolation. In two dimensions the buffers enclose the patch interior as shown on Fig. 2. We bring to mind that vorticity is only considered unique in the patch interior, i.e. excluding buffers, and the part of the parent mesh that is not covered by the patch interior.
3.1.1. Mesh-to-mesh interpolation in the buffer

In the present work the value of the buffer mesh points are obtained by mesh-to-mesh (M2M) interpolation. By extending the patch support buffer both parent and patch buffer mesh values can be obtained entirely through mesh-to-mesh interpolation after particle values have been interpolated to the unique interior points. This reduces the computational overhead for the structured meshes. To ensure support for the M4 kernel the patch buffer \( l_{\text{2}} + l_{\text{3}} \) is increased by one mesh point as indicated by the dashed arrow on Fig. 3 and \( l_{\text{3}} \) is truncated to nearest multiple of \( \Delta x_2 \). This extension of the buffer has a beneficial side effect when dealing with discontinuities at the patch boundary as described in Section 4.1. After performing particle-to-mesh interpolation to the unique vorticity regions of the patch and parent the patch vorticity is interpolated not just to the parent buffer. Instead the entire patch vorticity is interpolated to the parent mesh corresponding to Eq. (20). Finally the patch buffer is filled by mesh-to-mesh interpolation from the parent mesh. Alternatively the parent buffer can be similarly extended but resulting in severe limitations when adjacent patches exist on the same level.

3.1.2. Upgrading neighbour buffer

Adjacent patches have an overlap of the interior and the buffer of the neighbouring patch. After particle-to-mesh interpolation the buffer vorticity is upgraded, i.e. copied from the neighbouring patch to the buffers, where possible. Thereby the existing buffer vorticity, stemming from the lower resolution parent mesh, is upgraded by copying the same resolution neighbour vorticity. After the velocity has been computed on all patches and levels velocity is upgraded as well. This increases the direct connection between patches.

In case that the vorticity cannot be upgraded from neighbouring patches the coarser resolution vorticity interpolated from the parent is left in the buffer, which in turn is advected into the patch interior. The coarser incoming buffer vorticity is sufficient under the assumption that the complexity of the flow is formed on patch levels of higher resolution.

3.1.3. Multiresolution and penalization

Penalization is carried out entirely on the meshes. Since the width of the mollification interval \( L \) and in turn \( S \) and \( \chi \) depend on the mesh resolution, penalization is carried out only on patches of same resolution in the present implementation. The resulting vorticity is interpolated and copied to the other levels. Alternatively \( L \) could be geometrically fixed causing the mollification interval to either span a large number of cells at the highest level or being under-resolved on the lowest level. However, the error of the finite difference approximation introduces a discrepancy of the vorticity of levels of different resolution.

The force calculated from Eq. (16) is thus only integrated on the level where penalization is performed. When calculating the force from the vorticity moments Eq. (17) only unique vorticity is included. That is, vorticity is only included once; the version of highest resolution and not the lower resolution vorticity of parents.

3.2. Vortex-In-Cell algorithm using patches

The vorticity is initialised on the patch particles. In the time integration loop the particle vorticity is interpolated to the meshes. First particle values are interpolated to their patch mesh. The patches are traversed from the highest (finest) level down to level 2, copying and interpolating the patch mesh vorticity to the parent mesh. Then, traversing the patches from level 2 to the highest level, the parent mesh vorticity is interpolated and copied to the patch buffer. The velocity on level 1 is calculated by the standard free-space VIC method. Going from level 2 to the highest level the velocity is calculated as described in Section 3. Interpolation penalization is carried out on the levels where \( \chi \neq 0 \), vorticity is updated and the velocity is recalculated from the updated vorticity field. Particles are remeshed, i.e. new particles are formed at the mesh nodes, and subsequently advected and updated due to viscous diffusion. This is done by interpolating the mesh based velocities and \( \partial w / \partial t \) to the particles. The advection and particle diffusion may be applied in one (Euler) step or by a higher order integration scheme. In the latter case the particle vorticity is interpolated to the mesh, velocities and \( \partial w / \partial t \) are calculated and interpolated back to the particle positions in each sub-step. More explicitly:

**Initialisation**

Create particles on all patches \( P^l_p \) carrying the initial vorticity field

**START TIME INTEGRATION LOOP:**

**Particle to mesh interpolation**

For \( l \) from 1 to \( l_{\text{max}} \) and \( p \) from 1 to \( p_{\text{max}}(l) \)

- Interpolate the particle vorticity to the corresponding mesh \( (\mathcal{C}(N^l_p)) \)

For \( l \) from \( l_{\text{max}} \) to 2
For \( p \) from 1 to \( p_{\text{max}}(l) \)
– Interpolate and copy the mesh vorticity to the parent mesh (M2M) hereby also filling the buffer \((\epsilon(N^p_l))\)
For \(l\) from 2 to \(l_{\text{max}}\)
For \(p\) from 1 to \(p_{\text{max}}(l)\)
– Interpolate and copy the parent mesh vorticity to the patch buffer (M2M) \((\epsilon(N^p_l))\)
Upgrade the buffer vorticity for adjacent patches. The vorticity is completely defined on all meshes

**Velocity computation**

On \(P^1_l\) calculate the velocity \(u^1_l\) by standard free-space VIC procedure \((\epsilon(N^p_l\log(N^p_l)))\)
For \(l\) from 2 to \(l_{\text{max}}\)
For \(p\) from 1 to \(p_{\text{max}}(l)\)
– Interpolate the coarser velocity \(u^d_{l-1}\) to \(M^p_l\) where \(P^d_{l-1}\) is the parent of patch \(P^p_l\) \((\epsilon(N^p_l))\)
– Interpolate \(\psi^*\) to \(\psi^*\) \((\epsilon(N^p_l))\)
– Compute \(u^p_l\) and \(u^*_{l-1}\) \((\epsilon(N^p_l\log(N^p_l)))\)
– Compute \(u^c_l\) cf. Eq. (21) \((\epsilon(N^p_l))\)
Upgrade the buffer velocity for adjacent patches

**Penalization**

For \(l\) from 1 to \(l_{\text{max}}\)
For \(p\) from 1 to \(p_{\text{max}}(l)\)
– Impose interpolation penalization cf. Eqs. (12) and (13) on the relevant levels \((\epsilon(N^p_l))\)
For \(l\) from \(l_{\text{max}}\) to 1
For \(p\) from 1 to \(p_{\text{max}}(l)\)
– Interpolate and copy the updated vorticity to the parent meshes \((\epsilon(N^p_l))\)
– Create new remeshed particles from the penalized vorticity \((\epsilon(N^p_l))\)
Recalculate the velocity from vorticity \((\epsilon(N^p_l\log(N^p_l)))\)

**Vorticity equation**

For \(l\) from 1 to \(l_{\text{max}}\)
For \(p\) from 1 to \(p_{\text{max}}(l)\)
– Compute \(D\frac{\partial}{\partial t} N^p_l\) on the mesh cf. Eq. (1) \((\epsilon(N^p_l))\)

**Mesh to particle interpolation**

For \(l\) from 1 to \(l_{\text{max}}\)
For \(p\) from 1 to \(p_{\text{max}}(l)\)
– Interpolate the velocity and \(\frac{\partial}{\partial t} N^p_l\) to the particles \((\epsilon(N^p_l))\)

**Particle position and vorticity update**

For \(l\) from 1 to \(l_{\text{max}}\)
For \(p\) from 1 to \(p_{\text{max}}(l)\)
– Update the particle positions and vorticity values \((\epsilon(N^p_l))\)

**END OF TIME INTEGRATION LOOP**

If the time integration of the particle positions and vorticity is carried out using a higher order integration method the particle-to-mesh interpolation, velocity computation, vorticity equation and mesh-to-particle interpolation steps are carried out for each sub-step of the scheme.

### 4. Validation and results

The presented multiresolution velocity algorithm is validated against the Perlman vorticity patch [30]. To validate the interpolation penalization, the impulsively started flow around a circular cylinder is simulated. The drag and lifting forces are investigated for both static and rotating cylinders. Also the flow around the Great Belt East suspension bridge deck is simulated and compared to solutions of other numerical methods.
4.1. Perlman vorticity patch

To test the calculation of the fluid velocity separately we consider the radially symmetric patch of vorticity as defined by \[30\].

\[
\omega(r) = \begin{cases} 
(1-r^2)^2, & r \leq 1, \\
0, & r > 1,
\end{cases}
\]

where \( r = \sqrt{x^2 + y^2} \) is the radial distance from the centre of the domain, and

\[
u(x,y) = \begin{cases} 
-\frac{1}{16\pi} (1 - (1 - r^2)^5) \left( \frac{y}{-x} \right), & r \leq 1, \\
-\frac{1}{16\pi^2} \left( \frac{y}{-x} \right), & r > 1
\end{cases}
\]

is the corresponding velocity field. The extend of the computational domain is \(3 \times 3\) and the \(1 \times 1\) centre of the domain is divided into four equally sized quadratic patches with side length \(l_2 = 1/2\). Thus the patch vorticity field is discontinuous at the patch boundary which may lead to Gibb’s phenomenon when performing the Fourier transform. The Gibb’s oscillations can be suppressed by windowing \[31\] and spectral convergence can be achieved \[32\] by careful selection of windowing functions and by extending the size of the buffer. However, as this requires a 360% increase of the domain size in each physical direction \[32\] and since \(c(2)\) finite differences are applied to the result, we have found that a convergent solution can be obtained without windowing. Thus, by extending the vorticity field into the buffer the discontinuity and associated errors are moved away from the region of interest; the patch interior. Velocity values in the buffer are then filled from the parent or neighbouring patches.

Fig. 4a shows the integral absolute error of the numerical result to Eq. (27) over the patch interior as function of the number of mesh cells \(N\) along a side of the quadratic patches. For buffer widths of \(1.8l_2\) the integral error converges according to the \(c(\Delta x^2)\) finite difference scheme used. For a buffer width of \(0.18l_2\), the integral error is increased by 20–40% but converges \(c(\Delta x^2)\). Fig. 4b shows the maximum error. For the buffer width of \(1.8l_2\) the maximum error is aligned with the \(N^{-2}\) trend line, the expected convergence of the \(c(\Delta x^2)\) finite difference approximation. However, by decreasing the buffer width to \(0.18l_2\) the error converges \(c(\Delta x)\), indicating that errors due to discontinuities do not dominate the \(1.8l_2\) errors.

On the coarsest mesh it may be necessary to mollify the vorticity field at the domain boundary by modifying and reducing the vorticity field. As proposed in \[33\] the boundary vorticity is ramped sinusoidally to zero in the present work. Compared to the vorticity being discarded as it is advected across the domain boundary this is an insignificant modification of the vorticity field.

4.2. Impulsively started flow past a circular cylinder at \(Re = 550\)

We simulate the impulsively started flow around a circular cylinder which has been thoroughly studied in the literature c.f. e.g. \[24,33\]. We simulate the flow at Reynolds number \(Re = UR\nu = 550\), where \(U\) is the far field velocity and \(R\) is the radius of the cylinder. Initially we resolve the domain by one uniform patch, i.e. by the standard VIC algorithm. The mesh spacing is \(\Delta x_1 = R/256\) and the cylinder is centred at \([2R, 2.5R]\) from the bottom left corner of the \(8R \times 5R\) domain. The results are presented in non-dimensional time \(tU/R\) and the dimensionless time step size is \(\Delta tU/R = 2.5 \times 10^{-4}\). Simulation is carried out until \(tU/R = 6\). The circular cylinder is imposed by the interpolation-penalization method and is defined by \(\chi\) and \(S\) as

![Fig. 4. Spatial convergence study for the Perlman vorticity patch Eq. (26) while extending the vorticity field to a 1.8\(l_2\) buffer (---) or a 0.18\(l_2\) buffer (•--•): (a) Integral of the magnitude of the deviation of the computed velocity to Eq. (27) as a function of the number of mesh cells \(N\) along the side of the quadratic patch. \(N^{-1}\) is shown as reference (------). (b) The maximum patch interior error as a function of \(N, N^{-1}\) and \(N^{-2}\) are shown as reference (•••••).](image-url)
described in Section 2.1 with $L = 3\sqrt{2} \Delta x_1$. The force acting on the cylinder is calculated by integrating the time averaged change of the penalization Eq. (16) and from the vorticity moments Eq. (17).

Fig. 5a shows the time evolution of drag coefficient $C_D = F_D / \left( \frac{1}{2} \rho U^2 D \right)$, where $F_D$ is the drag force; the streamwise component of the aerodynamic force vector. The agreement with the results of Koumoutsakos and Leonard [24] is excellent until $t U / R = 0.5$ where the present results deviate by assuming a slightly higher value of $C_D$. This offset remains of the same order of magnitude and within 3% of the reference. It is conjectured that the offset may be due to the proximate definition of the solid mask $\chi$.

To investigate the effect of the present multiresolution algorithm we reduce the resolution of the base patch to $\Delta x_1 = R / 128$ and fill the base patch entirely by patches of resolution $\Delta x_2 = R / 256$. The patch buffers are $18 \Delta x_2$ wide. This quartered layout of patches can be seen on Fig. 6. We only penalize the flow at level 2, thus the solution is comparable to that of the uniformly resolved domain. Fig. 5b shows a close up of the local minimum of $C_D$ at $t U / R \approx 0.7$. The simulation is carried out until $t U / R = 1.25$. The coefficient of drag is 0.02% higher for the quartered patch layout than for the uniform reference solution. For the uniform domain and the quartered patch layout $C_D$ calculated with vorticity moments is 0.011% and 0.016% lower than when integrating the penalization term.

By adding patches at the boundary of the cylinder and in the immediate wake, see Fig. 6, the computational resources are focused more efficiently at the high vorticity regions. As for the quartered layout the patch buffers are $18 \Delta x_2$ wide. The varying spatial resolution, in particular in the regions of lower resolution, could potentially alter the simulation. However, the most significant impact of this setup is the absence of patches in the solid interior. Because the velocity by which the aerodynamic forces are calculated (Eq. (16)) is found from the vorticity field diffused by Eq. (1) some finite deviation to the solid velocity field must be expected in the interior of the solid. Due to the numerical evaluation of the curl (Eq. (11)) at different
resolutions, the resulting vorticity and in turn the corresponding velocity will vary when evaluating Eq. (16). When the force is partially evaluated on the coarser mesh in the solid interior this results in a 13% deviation for the current setup. The vorticity moments depend only on the evolution of the vorticity and give correct results as shown in Fig. 5(b). Therefore for more complex arrangements of patches the vorticity moments should be used to compute the body forces.

4.2.1. Impulsively started flow past a circular cylinder at Re = 9500

Increasing the Reynolds number to 9500 leads to a more complex flow requiring a finer resolution and time integration, i.e. $\Delta t U/R = 10^{-4}$. Fig. 7 shows the vorticity field at $t U/R = 3.0$ overlaid by patches of varying resolution. On the base mesh one patch of twice the base mesh resolution ($\Delta x_2 = R/256$) is positioned around the cylinder and its wake. This patch has a buffer of width $8\Delta x_2$. On this patch several patches of four times the base mesh resolution ($\Delta x_3 = R/512$) is positioned on the cylinder boundary and the immediate wake. All level 3 patches have buffers $18\Delta x_3$ wide. The drag force shown in Fig. 8 is computed using vorticity moments and matches previous results cf. [24,33].

4.2.2. Impulsively started flow around a rotating circular cylinder at Re = 1000

We centre a cylinder in the $y$-direction in a $16R \times 10R$ domain at a $\Delta x_1 = R/64$ resolution. Two nested patches cover the cylinder and its immediate wake with a resolution $\Delta x_3 = R/256$ at the highest level (not shown). The buffers are of width $6\Delta$

Fig. 7. The vorticity around a cylinder in an onset flow for Re = 9500 at $t U/R = 3$. The lines (---) and (-----) show the patches of resolution $\Delta x_2 = R/256$ and $\Delta x_3 = R/512$. The base patch (level 1) is not shown.

Fig. 8. The calculated $C_D$ (---) for the onset flow around a circular cylinder at Re = 9500 shows good agreement with the results of Koumoutsakos and Leonard [24] (-----) and Rossinelli et al. [33] (------).
\(x_2\) and 10\(\Delta x_2\) respectively. We initialise the solid body rotation velocity \(u_s\) with the ratio of the counter-clockwise circumferential velocity to the far field velocity \(R\Omega_s/U = 1\), where \(\Omega_s\) is the angular velocity of the cylinder. Fig. 9 shows the computed coefficient of drag and coefficient of lift \(C_l = F_l / (1/2 \rho U^2 D)\), where \(F_l\) is the component of the aerodynamic force normal to the direction of the flow, i.e. the lifting force. The drag deviates by 6.5% to the results of Chou [34] and apart from the initial development \(C_l\) deviates by 2.5% from this reference solution. The simulations has run at two different resolutions with insignificant variation of the results. (See Fig. 10)

4.2.3. Flow around Great Belt East suspension bridge deck

To demonstrate the versatility of the method the flow around the Great Belt East bridge is simulated at \(Re = 10000\) based on the chord \(C\) and the free-stream velocity. The geometry includes railing and the crash barrier cf. Fig. 11. The measured

\[\text{Fig. 9. (a) } C_D \text{ and (b) } C_L \text{ for the impulsively started flow around a cylinder rotating with a non-dimensional speed of } R\Omega_s/U = 1. \text{ Present values } (---) \text{ and the reference by Chou [34] } (---)\.
\]

\[\text{Fig. 10. The vorticity around a rotating cylinder at } tU/R = 11 \text{ with } R\Omega_s/U = 1 \text{ and } Re=1000. \text{ The lines } (----) \text{ and } (-----) \text{ show the patches of resolution } \Delta x_2 = R/128 \text{ and } \Delta x_2 = R/256. \text{ The base patch (level 1) is not shown.}\]

\[\text{Fig. 11. The vorticity field around the Great Belt East suspension bridge deck at } tU/C = 6.9.\]
time average of the lift and drag, $C_L = 0.0445$ and $C_D = -0.0533$, deviates by 11.6% and 3.08% respectively compared to the results of the flow solver DVMFLOW [29,35]. The vorticity field (Fig. 11) shows large scale vortex shedding in the wake, but also higher frequency vortex shedding from the upstream railings.

### 5. Conclusions

We introduce a novel multiresolution Vortex-In-Cell (VIC) algorithm using patches of varying resolution. The algorithm is based on free-space FFTs for the solution of the Poisson equation on the patches. Superposition is used to compute the contribution from vorticity of separate meshes. The present multiresolution algorithm is implemented in two dimensions but is, like the general VIC algorithm [12], not restricted to two dimensions. We are currently working on extending the implementation to three dimensions through the open source parallel particle mesh (PPM) library [11]. We demonstrate that penalization can be carried out as an interpolation between the solid and fluid velocities in a manner similar to the semi-implicit penalization method. This interpolating penalization eliminates the penalization parameter. The algorithm is validated by considering the impulsively started flow past fixed and rotating circular cylinders. The flow past a suspension bridge including railings and crash barriers demonstrate the ability of proposed multiresolution VIC algorithms to handle complex geometries.
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