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Abstract—This paper provides fast algorithms to perform independent component analysis based on the mutual information criterion. The main ingredient is the binning technique and the use of cardinal splines, which allows the fast computation of the density estimator over a regular grid. Using a discretized form of the entropy, the criterion can be evaluated quickly together with its gradient, which can be expressed in terms of the score functions. Both offline and online separation algorithms have been developed. Our density, entropy, and score estimators also have their own interest.

Index Terms—Binning, blind source separation, independence component analysis, cardinal spline, entropy estimation, kernel density estimation, mutual information, score function estimation.

Nomenclature

\( X(t) = [X_1(t) \cdots X_K(t)]^T \) Observation vector (\( T \) denoting the transpose).

\( S(t) = [S_1(t) \cdots S_K(t)]^T \) Source vector.

\( Y(t) = [Y_1(t) \cdots Y_K(t)]^T \) Separated source vector.

\( A \) Mixing matrix.

\( B \) Separating matrix.

\( p_{Y_k} \) Density of \( Y_k \).

\( p_Y \) Joint density of \( Y_1, \ldots, Y_K \) or density of \( Y \).

\( H(Y_k) \) or entropy of \( Y_k \).

\( H(Y) \) Joint entropy of \( Y_1, \ldots, Y_K \) or entropy of \( Y \).

\( \hat{p}_{Y_k} \) Density estimator for \( Y_k \).

\( \hat{h}(Y_k) \) Entropy estimator for \( Y_k \).

\( \kappa \) Kernel function (for density estimator).

\( h \) Bandwidth (of density estimator).

\( b \) Binwidth (in binning method).

\( \delta \) Ratio \( b/h \).

\( \tilde{\Pi}(r) \) Cardinal spline of degree \( r \).

\( \hat{\pi}_Y(m - r/2) \) Estimated probability of for \( Y \) in cell of size \( b \) centered at \( [m - r/2] \).

\( \bar{Y} \) Sample mean of \( Y \).

\( \hat{\sigma}_Y \) Sample standard deviation of \( Y \).

\( \hat{Y}(m - L/2 - r/2) \) Smoothed estimated probability for \( Y \) in cell of size \( b \) centered at \( \bar{Y} + [m - (L + r)/2]b \).

\( \hat{\psi}_Y \) Estimated score function of \( Y \).

\( \hat{\psi}_Y \) Raw estimated score function of \( Y \).

\( \hat{\psi}_Y \) Correction for coefficient for score estimator.

\( \hat{\lambda}_Y \) Smoothed estimate of the logarithm of the probability for \( Y \) in cell of size \( b \) centered at \( \bar{Y} + (j + 1/2)b \).

\( \hat{\gamma}_Y \) Estimated Fisher information for \( Y \).

\( \hat{\gamma}_Y \) Raw estimate Fisher information for \( Y \).

I. INTRODUCTION

INDEPENDENT component analysis (ICA) has its origin in the blind source separation (BSS) problem, which aims at separating sources from their mixtures, without relying on any specific knowledge of the sources. In its simplest form, one observes \( K \) sequences \( X_1(t), \ldots, X_K(t) \), each being a linear combination of \( K \) independent sources \( S_1(t), \ldots, S_K(t) \) so that \( X(t) = AS(t) \), where \( X(t) \) and \( S(t) \) denote the vectors with components \( X_1(t), \ldots, X_K(t) \), and \( S_1(t), \ldots, S_K(t) \), respectively, and \( A \) is an invertible matrix. The goal is to recover the sources, as the components \( Y_k(t) \) of the vector \( Y(t) = BX(t) \), where \( B \) is a matrix to be determined. Since no specific knowledge of the sources are available, the idea is to exploit the fundamental assumption that they are independent and thus determine \( B \) such that the random variables \( Y_1(t), \ldots, Y_K(t) \) are as independent as it is possible. This is precisely the goal of ICA. Thus, ICA and BSS are often used interchangeably. The subtle difference is that ICA does not really postulate a mixture model.

To solve the above problem, mutual information (MI) and infomax criteria were first introduced by Bell and Sejnowski [1]. Similar approaches have been investigated by many other researchers [2]–[9]. To reduce the convergence time, Amari et al. suggest using the natural gradient for minimizing the mutual information [10]–[15]. This approach is also closely related to the maximum likelihood method (see, e.g., [8] and [16]). Assuming stationarity, we may ignore the time index and thus write \( Y_k \) in place of \( Y_k(t) \). The mutual information between the random variables \( Y_1, \ldots, Y_K \) is defined as...
II. BINNED KERNEL DENSITY ESTIMATOR

A. Binning Method

Let \( Y \) be a random variable with density \( p_Y \). The kernel estimator \( \hat{p}_Y \) of \( p_Y \), based on a sample \( Y(1), \ldots, Y(N) \), is given by [19]

\[
\hat{p}_Y(y) = \frac{1}{Nh} \sum_{n=1}^{N} \kappa \left[ \frac{y - Y(n)}{h} \right]
\]  

(2)

where \( \kappa \) is the kernel, which is a density function, and \( h \) is a bandwidth (or smoothing) parameter to be adjusted according to the sample size and the data. Direct computation of this estimator is costly, however; it requires \( NM \) kernel evaluations to compute \( M \) values of the estimator. Therefore, a technique called binning [20]–[23], which can speed up the calculations considerably, has been introduced. The earliest form of binning, which we will refer to as simple binning, is no more than grouping the data into cells; let the cell width be \( b \), which amounts to replacing \( Y(n) \) by \((Y(n)/b) + 1/2)b\), where \( \lfloor x \rfloor \) denotes the largest signed integer not exceeding \( x \). Thus, the density estimate at \( mb, m = \ldots, -1, 0, 1, \ldots \) would be

\[
\sum_{l=-\infty}^{\infty} h^{-1}\kappa \left( (l + 1/2)b/h \right) \hat{p}_Y(m - l/2)
\]

where \( \hat{p}_Y(m - 1/2) \) is the fraction of data falling into the cell \( \lfloor mb \rfloor - b, mb \). Later, linear binning has been introduced, which amounts to splitting the \( Y(n) \) into two data points at \((Y(n)/b) + (Y(n)/b) + 1\), with weights \([Y(n)/b] + 1 - Y(n)/b\) and \((Y(n)/b) - Y(n)/b\), respectively. The density estimate at \( mb, m = \ldots, -1, 0, 1, \ldots \) would now be

\[
\sum_{l=-\infty}^{\infty} h^{-1}\kappa \left( (l + 1/2)b/h \right) \hat{p}_Y(m - l/2), \\
\]

with \( \hat{p}_Y(m) \) being the total weight contributed by all data to the point \( mb \) divided by \( N \). There have been studies on the accuracy (in mean squares sense) of binning, which concludes that linear binning is better than simple binning [21], [23].

It has not been clearly recognized that binning is equivalent to just changing the kernel and computing the estimator only on a regularly spaced grid. The modified kernels are precisely

\[
u \mapsto \sum_{l=-\infty}^{\infty} \kappa \left( \frac{lb + b/2}{h} \right) \Pi_{[0,1]} \left( \frac{uh}{b} - l \right)
\]

and

\[
u \mapsto \sum_{l=-\infty}^{\infty} \kappa \left( \frac{lb + b/2}{h} \right) \Pi_{[0,1]}^r \left( \frac{uh}{b} - l \right)
\]

for the simple and linear binning, where \( \Pi_{[0,1]} \) is the indicator function of the interval \((0, 1]\), and \( \Pi_{[0,1]}^r \) denotes the \( r \) times convolution of \( \Pi_{[0,1]} \) with itself (thus, \( \Pi_{[0,1]}^r(x) = 1 - [x - 1] \) if \([x - 1] < 1, = 0 \) otherwise). Recognizing this, it is easy to extend the idea of binning by replacing the function \( \Pi_{[0,1]} \) or \( \Pi_{[0,1]}^r \) by a more complex function such as \( \Pi_{[0,1]}^r, r > 2 \). (Indeed, the use \( r = 3 \) and \( r = 4 \) has been introduced in [24].) However, the above modified kernel may depend on the data via \( h \) and \( b \), but it is natural to take \( b \) proportional to \( h ; b = \delta h \), where \( \delta \) is a constant (not deepening on the data, unlike \( h \)) since the higher the bandwidth parameter \( h \), the smoother the density estimator, and hence, the larger the spacing \( b \) one can afford in computing it. Then, the kernel no longer depends on the data; it is just another kernel, and since the kernel shape is not very
important (but the bandwidth is), one may very well consider a
general kernel of the form

$$
\kappa(u) = \sum_{L=0}^{\infty} c_L \int_{0}^{\infty} \left( \frac{u}{\delta} - 1 \right)
$$

where \( \{c_L\} \) is a sequence of positive coefficients summing to 1
(to ensure that \( \kappa \) is a density).

It is possible to generalize further by using some elementary kernel in place of \( \|0; 1\|_r \). However, there is no advantage for
this. The functions \( \|0; 1\|_r \) are known as the cardinal splines and
have been extensively studied [25] and possess nice properties;
some of them are given in Appendix A. They are also easy to
compute, except for large \( r \), but there is no advantage to using
\( r \) greater than 4. The main reason for considering \( \|0; 1\|_r \)
and \( \|0; 1\|_r \) is that the first kernel has a continuous first derivative
and only a finite number of jumps in the second derivative, and
the second kernel has a continuous second derivative and only
a finite number of jumps in the third derivative. Note that to
ensure the symmetry of a kernel of the above form, the \( c_L \)
should be symmetric around \( -r/2 \), \( c_L = c_{-L} \) (as \( \|0; 1\|_r \) is symmetric
around \( r/2 \); see Appendix A). Since the sequence \( \{c_L\} \) should
only contain a finite number of nonzero terms (to reduce the
calculation), it actually contains an odd or even number of such
terms according to \( r \) even or odd. Thus, the above form of the
kernel is not the most general as the parity of the number of
nonzero term is imposed. For generality, shift the kernel by an
appropriate integer or half integer multiple of the grid size and
shift the index of \( c_L \) accordingly, which leads to a general class of kernels of the form

$$
\kappa(u) = \sum_{L=0}^{L} c_L \int_{0}^{\infty} \left( \frac{u}{\delta} + \frac{L+r}{2} - 1 \right)
$$

(3)

with \( c_0, \ldots, c_L \) being \( L+1 \) positive coefficients summing to 1
and symmetric around \( L/2; c_L = c_{L-L} \).

With the kernel (3), the formula (2) for \( \hat{\pi}_Y \) becomes

$$
\hat{\pi}_Y(y) = \frac{1}{h} \sum_{L=0}^{L} c_L \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \sum_{n=1}^{N} \left[ \frac{y-Y(n)}{b} + \frac{L+r}{2} - 1 \right].
$$

Thus, the calculation of \( \hat{\pi}_Y \) \( \{m = \frac{L}{2} - r/2; b\} \), \( m = \ldots, 0, 1, \ldots \), can be done in two steps.

i) Compute \( \hat{\pi}_Y(m = \frac{L}{2} - r/2; b) = \frac{1}{N} \sum_{n=1}^{N} \left[ \frac{y-Y(n)}{b} + \frac{L+r}{2} - 1 \right].

ii) Compute \( \hat{\pi}_Y(m = \frac{L}{2} - r/2; b) = \frac{L}{2} \sum_{L=0}^{L} c_L \pi_Y(m = \frac{L}{2} - r/2; b) = \frac{L}{2} \sum_{L=0}^{L} c_L \pi_Y(m = \frac{L}{2} - r/2; b).

The above procedure computes the estimated density at integer
multiples or integer plus half integer multiples of \( b \), according
to the parity of \( L + r \), because it is convenient. How-
ever, one can compute it on any regular grid of arbitrary origin
by a simple translation: \( \hat{\pi}_Y(y + c) = \hat{\pi}_Y(y) \).

Step i) is fast, as can be seen from the case \( r = 1 \) and \( r = 2 \).
For \( r > 2 \), the computation is more complex but is still fast if \( r \)
is small. Later, we will detail this computation for the case
\( r = 3 \) and \( r = 4 \).

Step ii) can be implemented as the output of a (smoothing)
filter with impulse response \( \{c_L\} \) and input \( \{\pi_Y(m = \frac{L}{2} - r/2; b)\} \).

One may note that \( \pi_Y(m = \frac{L}{2} - r/2; b) \) is no more than the kernel
density estimate at the point \( (m = \frac{L}{2} - r/2; b) \) using the kernel
\( \|0; 1\|_{-1/2} \), with bandwidth parameter \( b \). Thus, \( \pi_Y(m = \frac{L}{2} - r/2) \) may be viewed as an estimate of the probability that \( Y \) belongs
to a cell of size \( b \) centered at \( (m = \frac{L}{2} - r/2) \). As the kernel
\( \|0; 1\|_{-1/2} \) is already a good choice (see Appendix B), one
may even take \( L = 0 \) and \( c_0 = 1 \), which would avoid Step ii).
However, doing so would mean computing the estimated density
over a grid that is equal in size to the bandwidth parameter. In
practice, one may need a grid size \( b \) much smaller than the
“optimal” choice of \( h \); therefore, forcing \( h = b \) would result in
an undersmoothed estimator, which is why Step ii) is needed to
smooth it further. The amount of computations in this step is of
the order \( LM \), where \( M \) is the number of nonzero terms in the
sequence \( \{\pi_Y(m = \frac{L}{2})\} \), which is inversely proportional
of \( \delta \), which in turn is inversely proportional to \( L + 1 \). Thus,
the amount of calculations grows quadratically with \( L \), but
in practice, \( L \) can be taken quite low, and \( M \) is often much smaller
than \( N \). Thus, Step ii) can even be cheaper than Step i).

Note that the shape of the kernel (3) may change with \( L \).
Although this is a minor inconvenience, one would like to keep
the kernel shape fixed, preferably a standard one with known
good properties. This is possible if we adopt a cardinal spline as
a kernel (which is a good kernel—see Appendix B) and take \( b \) as
a submultiple of 1. Indeed, from (16) in Appendix A, taking \( b \) as
the inverse of some integer \( m = (m-1)r \) and \( c_0, \ldots, c_L \) as
the coefficients of the polynomial \( (m-1) \sum_{n=0}^{m-1} \frac{y-n}{b} \), the kernel
(3) is identical to the centered cardinal spline of degree \( r \).
This shows that our binning technique permits the fast calculation
of the cardinal spline kernel density estimator over any regular grid
that is a submultiple of the bandwidth \( h \) in size.

B. Calculation of the Estimated Probability of a Cell

We now provide detailed calculation of \( \pi_Y(m = \frac{L}{2}; t) \). That
this calculation is fast is due mainly to the fact that the kernel
\( \|0; 1\|_L \) has support a small integer, and the estimator is required
on a regular grid with spacing \( b \) and only marginally on the
simplicity of the kernel. Indeed, since \( \|0; 1\|_L \) has support \( 0, r \),
the term \( \|0; 1\|_L \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \sum_{n=1}^{N} \left[ \frac{y-Y(n)}{b} + \frac{L+r}{2} - 1 \right] \)
the computation of \( \pi_Y(m = \frac{L}{2}; L, m, 1, \ldots, 0, 1, \ldots \) can be done as follows:

i) Initialize \( \pi_Y(m = \frac{L}{2}; 0, m, 1, \ldots, 1, 0, 1, \ldots \) is non zero if and only if \( m = \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \sum_{n=1}^{N} \left[ \frac{y-Y(n)}{b} + \frac{L+r}{2} - 1 \right] \)

in practice, one may compute first \( N \pi_Y(m = \frac{L}{2}; m, 1, \ldots, 1, 0, 1, \ldots \) and only divide them by \( N \) at the end.

In the case \( r = 1 \), the above procedure amounts to counting
the fraction of data lying in the interval \( (mb-b, mb) \). In the case
\( r = 2 \), this amounts to splitting each data point \( Y \) into two
neighboring grid points \( (b(Y(n))/b \) and \( 2(Y(n))/b + 1) \), with
weights, respectively, \( Y(n)b + 1 - Y(n)/b \) and \( Y(n)/b - Y(n)b \) then summing up the weights at each grid point
and dividing the result by \( N \).

1If \( \delta < 1 \), the kernel \( \|0; 1\|_{1/2} \) is shrunk by \( \delta \), and hence, the bandwidth
must be inflated by the same amount to compensate it; thus, the effective
bandwidth still equals \( b \).
For \( r = 3 \), explicit calculations based on (15) in Appendix A yields

\[
\mathbf{I}^{3}_{(0,1)}(x) = \begin{cases} 
\frac{x^2}{2}, & 0 \leq x \leq 1 \\
\frac{1}{2} + (x - 1)(2 - x), & 1 \leq x \leq 2 \\
(3 - x)^2/2, & 2 \leq x \leq 3 \\
0, & \text{otherwise}
\end{cases}
\]

In this case, the above procedure consists of splitting each data point \( Y(n) \) into three neighboring “center-grid” points \( b(Y(n)/b) - 1/2, b(Y(n)/b) + 1/2 \), and \( b(Y(n)/b) + 3/2 \), with weights, respectively, \( 1 - r_n \)^2/2, \( 1/2 \), and \( (1 - r_n)^2 \), where \( r_n = Y(n)/b - 1/2 \), and then summing up the weights at each “center-grid” point and dividing the result by \( N \).

For \( r = 4 \), explicit calculations based on (15) in Appendix A yields

\[
\mathbf{I}^{4}_{(0,1)}(x) = \begin{cases} 
(2 - |x - 2|)^3/6, & 0 \leq |x - 2| \leq 1 \\
3/2 - (x - 2)^2 + |x - 2|^3/2, & 1 \leq |x - 2| \leq 2 \\
0, & \text{otherwise}
\end{cases}
\]

In this case, the above procedure consists of splitting each data point \( Y(n) \) into four neighboring grid points \( b(Y(n)/b) - 1, b(Y(n)/b), b(Y(n)/b) + 1 \), and \( b(Y(n)/b) + 2 \), with weights, respectively, \( 1 - r_n \)^2/2, \( 1/2 - r_n \)^2/2, \( 2 - r_n \)^2/2, \( 1 - r_n \)^2/2, where \( r_n = Y(n)/b - 1/2 \), and then summing up the weights at each grid point and dividing the result by \( N \).

### III. ESTIMATION OF THE ENTROPY AND SCORES FUNCTION

#### A. Estimation of Entropy

A natural estimator of the entropy of a random variable \( Y \) is

\[
\hat{H}(Y) = -\int \hat{p}_Y(y) \log \hat{p}_Y(y) \, dy,
\]

where \( \hat{p}_Y \) is an estimator of the density \( p_Y \) of \( Y \). However, this estimate would require integration (over the whole real line); therefore, we consider instead a discretized form of it:

\[
\hat{H}(Y) = -\sum_{m=\infty}^{\infty} \hat{p}_Y(m) \log \hat{p}_Y(m)b
\]

where \( b \) is a the discretization step. A better method would be to estimate \( H(Y) \) by \( N^{-1} \sum_{n=1}^{N} \hat{p}_Y(Y(n)) \) since it would not involve discretization, but it requires the calculation of the density estimator at arbitrary point, whereas (4) needs only such a calculation at regular grid points, and we already know how to do that with little cost. Note that the summation in (4) is actually a finite sum since our kernel has finite support so that \( \hat{p}_Y(y) = 0 \) for \( |y| \) sufficiently large.

The estimator (4) suffers a minor problem in that it is not invariant with respect to translation. Adding a constant to the variable \( Y \) does not change its entropy; hence, one would prefer the estimator to be unchanged when all the data is added a same constant, but this is not true for the estimator (4). This problem is actually a consequence of the discretization since the “integral estimator” \( -\int \hat{p}_Y(y) \log \hat{p}_Y(y) \, dy \) is translation invariant. For this reason, we will agree to center the data before applying the formula (4). Further, since the algorithm in Section II-A may half integer multiples of \( b \), we will replace \( m \) in (4) by \( m - (L + r)/2 \). This leads to estimating \( H(Y) \) by

\[
\hat{H}(Y) = -\sum_{m=\infty}^{\infty} \hat{p}_Y \left( \hat{Y} + \left( \frac{m - L + r}{2} \right) b \right) \log \hat{p}_Y \left( \hat{Y} + \left( \frac{m - L + r}{2} \right) b \right)
\]

where \( \hat{Y} = (1/N) \sum_{n=1}^{N} Y(n) \) is the sample mean.

Another point is the equivariance with respect to scale change. The theoretical entropy has this property in the sense that multiplying the random variable \( Y \) by a constant \( c \) adds its entropy by \( \log |c| \). Our estimator (5) also possesses the same property: It is added by \( \log |c| \) if all the data is multiplied by \( c \). To show this, we first note that

\[
\sum_{m=-\infty}^{\infty} \hat{p}_Y \left( \hat{Y} + \left( \frac{m - L/2 - r/2}{2} \right) b \right) = 1 \text{ if the kernel is of the form (3).}
\]

Indeed, since \( \hat{p}_Y(\hat{Y} + (m - L/2 - r/2)/2) = \sum_{\ell=0}^{\infty} q_{\ell} \hat{p}_{\ell} - \hat{p}_{\ell} (m - r/2 - \ell) \), this equality clearly holds if the cell probabilities \( \hat{p}_{\ell} (m - r/2) \), \( m = \ldots, 1, 0, \ldots \), sum to 1, but the last property is an easy consequence of the partition of unity property of the cardinal splines (see Appendix A). Therefore, one may rewrite (5) as

\[
\hat{H}(Y) = -\sum_{m=\infty}^{\infty} \hat{p}_Y \left( \frac{m - L + r}{2} \right) \log \frac{\hat{p}_Y \left( \frac{m - L + r}{2} \right)}{b}
\]

where \( \hat{p}_Y(m - L/2 - r/2) = \hat{p}_Y \left( \hat{Y} + \left( \frac{m - L/2 - r/2}{2} \right) b \right) \). By taking, as we have said earlier, \( b \) to be a constant multiple of the bandwidth \( h \) and by requiring further, as it is natural, that \( h \) scales as the data, that is it is multiplied by \( |c| \) if all the data are multiplied \( c \), the \( \hat{p}_Y(m - L/2 - r/2) \) remain unchanged when one multiplies all the data by a positive constant and (since the kernel \( \kappa \) is symmetric) change to \( \hat{p}_Y(L/2 - r/2 - m) \) when one changes the sign of all the data. Therefore, when one multiplies all the data by a constant \( c \), the first term on the right-hand side of (6) remains the same, whereas the second term is added by \( \log |c| \). This yields the announced result.

The set \( \{ \hat{p}_Y(m - L/2 - r/2) \} \) may be viewed as a discrete probability distribution providing probabilities of cells of size \( b \) centered at \( \hat{Y} + (m - L/2 - r/2)/2 \). Thus, \( \hat{H}(Y) \) appears as the entropy of a discrete distribution (which is a quantized version of the distribution of \( Y \)) plus \( \log b \). This mirrors the relation between the entropy of a continuous distribution and the discrete entropy [17]. In practice, \( \hat{p}_Y(m - L/2 - r/2) \) will be computed directly as \( \sum_{\ell=0}^{\infty} q_{\ell} \hat{p}_Y(m - r/2 - \ell) \), with the cell probabilities \( \hat{p}_Y(m - r/2) \) being computed as in Section II-B.

#### B. Estimation of the Score Function

To minimize the criterion (1), we need to evaluate its relative gradient, which is defined through the linearization of \( C(B + E \mathbf{B}) \) around \( E = \mathbf{0} \) (\( E \) is a matrix) [8]. It is easy to see from (1) that this relative gradient is the matrix \( \{ \hat{H}(Y; \mathbf{Y}) \}_{j=1}^{K} \) where

\[
\hat{H}(Y; \mathbf{Y}) = \lim_{\epsilon \to 0} [H(Y; \mathbf{Y}) + \epsilon Y_j] / \epsilon
\]

is the gradient of \( H(Y; \mathbf{Y}) \) along the “direction” \( Y_j \). In [26], it was shown that

\[
\hat{H}(Y; Z) = E[\psi_Y(Y) Z],
\]

where \( \psi_Y \) is the derivative of
The function $\psi_Y$ is known as the score function and can thus be viewed as the gradient of the entropy functional. Note that the relative gradient of the criterion (1) has been found in [8] to be the matrix $\{E[\psi_Y(Y_i)Y_j]\}_{i,j=1}^N - I$, which is consistent with the above result.

The above result suggests a general method for estimating the score function from an entropy estimator. Let $\hat{H}(Y) = \mathcal{H}(Y(1),\ldots,Y(n))$ be an entropy estimator of $Y$ based on the data $Y(1),\ldots,Y(n)$, and let $Z(1),\ldots,Z(n)$ be the observations of another random variable $Z$. Then

$$\hat{H}(Y + \epsilon Z) = \hat{H}(Y) + \epsilon \frac{1}{N} \sum_{n=1}^N \psi_Y[Y(n)]Z(n) + o(\epsilon) \quad (7)$$

where

$$\psi_Y[Y(n)] = N \frac{\partial \mathcal{H}[Y(1),\ldots,Y(N)]}{\partial Y(n)}. \quad (8)$$

This suggests taking $\hat{\psi}_Y[Y(n)]$ as the estimated score function at $Y(n)$. Of course, (8) only defines $\hat{\psi}_Y$ at the data points, but it is often the case that this definition can be extended to cover the whole line.

The score estimator defined in this way possesses the properties

$$\frac{1}{N} \sum_{n=1}^N \hat{\psi}_Y[Y(n)] = 0, \quad \frac{1}{N} \sum_{n=1}^N \hat{\psi}_Y[Y(n)]Y(n) = 1. \quad (9)$$

These equalities come from the translation-invariance and scale-equivalence properties of the entropy estimator. Indeed, taking $Z = 1$ in (7), its left-hand side and the first term of its right-hand side must be the same, yielding the first equality. Further, take $Z = Y$ in (7) so that the last two terms in its right-hand side sum to $\log(1 + \epsilon) = \epsilon + o(\epsilon)$, yielding the second equality. Note that the theoretical score function also satisfies $E[\psi_Y(Y)] = 0$ and $E[\psi_Y(Y)^2] = 1$ (see, e.g., [8]).

C. Computation of the Score Estimator

Since our score estimator involves the derivative of the entropy estimator with respect to the data values and the last estimator depends on the bandwidth parameter $h$, we will need to consider the function

$$\varphi_Y[Y(n)] = N \frac{\partial \log h}{\partial Y(n)}. \quad (10)$$

Then, a detailed calculation in Appendix C shows that (8), with the entropy estimator (6), yields

$$\hat{\psi}_Y[Y(n)] = \tilde{\psi}_Y[Y(n)] - \tilde{\psi}_Y + (1 - \lambda_Y) \varphi_Y[Y(n)] \quad (11)$$

where

$$\tilde{\psi}_Y(y) = \delta \sum_{n=-\infty}^\infty \kappa'[\left( m - \frac{L+r}{2} \right) \delta - \frac{y - \hat{Y}}{h}]$$

and $\kappa'$ is the derivative of $\kappa$ defined in (3), and

$$\tilde{\psi}_Y = \frac{1}{N} \sum_{n=1}^N \hat{\psi}_Y[Y(n)] \quad \lambda_Y = \frac{1}{N} \sum_{n=1}^N \hat{\psi}_Y[Y(n)]Y(n) - \hat{Y}. \quad (13)$$

One can view $\tilde{\psi}_Y$ as a raw estimator of the score function. Indeed, viewing the sum in (12) as a Riemann sum, it is seen that $\tilde{\psi}_Y(y)$ equals approximately $\int \kappa'(u - y/h) \log \hat{p}_Y(hu) du/h$, which, by integration by parts and a change of integration variable, is the same as $\int \kappa((u - y)/h)(-\log \hat{p}_Y)'(u) du/h$. Thus, $\tilde{\psi}_Y$ is approximately a smoothed version of $(-\log \hat{p}_Y)'$, and the last function is clearly a score estimator. This estimator would, however, be undersmoothed if the bandwidth is adjusted to yield correct smoothing for the density since the score function involves a derivative that requires more smoothing. One can, of course, increase the bandwidth, but then, the denominator $\hat{p}_Y$ in $(-\log \hat{p}_Y)'$ would be oversmoothed. Our estimator $\hat{\psi}_Y$ avoids this difficulty by introducing a second smoothing of $(-\log \hat{p}_Y)'$, but this estimator $\hat{\psi}_Y$ does not satisfy (9). The extra terms in (11) are precisely correction terms, which make it satisfy these conditions, as $\hat{\psi}_Y$ already satisfies (9) since $\log h$ is translation invariant and scale equivariant, just like $\hat{H}(Y)$. The correction terms would be small since $\tilde{\psi}_Y$, because it is a score estimator, should satisfy approximately $\tilde{\psi}_Y = 0$ and $\lambda_Y = 1$. Note that the fact that $\tilde{\psi}_Y$ is not exactly zero is due to the discretization that destroys the translation invariance of the entropy estimator. Indeed, its limit as $\delta \to 0$, which is

$$\int \kappa((u - y)/h)(-\log \hat{p}_Y)'(u) du/h,$$

satisfies the “centering” condition

$$\frac{1}{N} \sum_{n=1}^N \int \frac{1}{h} \kappa \left[ \frac{u - Y(n)}{h} \right] (-\log \hat{p}_Y)'(u) du = -\int \hat{p}_Y'(u) du = 0. \quad (12)$$

The choice of $h$ (as function of the data) affects the second correction term in (11). We do not need a sophisticated choice since, as it has been seen, the score estimator does not need be very accurate. (The performance of the separation procedure depends only on this estimator and not directly on the entropy estimator since the gradient of the criterion is expressed in term of this estimator only.) Thus, we adopt the simple Silverman rule [19]. We take $h$ to be the optimal bandwidth (as derived in Appendix B) for a Gaussian density. Direct calculation shows that it equals $4\log N^{-1/6}\sigma$ for a Gaussian kernel, where $\sigma$ is the standard deviation [19]. For a cardinal spline kernel, the above bandwidth must be multiplied by the relative bandwidth, given in Table I (last row). Taking $h$ proportional to the sample standard deviation $\hat{\sigma}_Y = \{N^{-1} \sum_{n=1}^N [Y(n) - \hat{Y}]^2 \}^{1/2}$ leads to
\( \varphi_Y(y) = (y - \bar{Y})/\sigma_Y^2 \), which is no more than the score function of a Gaussian variable.

For a kernel of the form (3), (12) reduces to

\[
\tilde{\psi}_Y(y) = \frac{1}{b} \sum_{l=0}^{L} \sum_{m=-\infty}^{\infty} c_l \pi_{l+1}' \left( m - \frac{y - \bar{Y}}{b} \right) \times \log \tilde{\pi}_Y \left( m + l - \frac{L + r}{2} \right) 
\]

where \( \pi_{l+1}' \) is the derivative of \( \pi_{l+1} \). By a change of order of summation, this yields

\[
\tilde{\psi}_Y(y) = \frac{1}{b} \sum_{m=-\infty}^{\infty} \pi_{l+1}' \left( m - \frac{y - \bar{Y}}{b} \right) \log \pi_Y \left( m - \frac{r}{2} \right) 
\]

where

\[
\log \pi_Y \left( m - \frac{r}{2} \right) = \sum_{l=0}^{L} c_l \log \left[ \sum_{l=0}^{L} c_l \pi_Y \left( m - \frac{r}{2} + l - \frac{L + r}{2} \right) \right].
\]

For \( r = 3 \), \( \pi_{l+1}'(u) = u \) if \( 0 \leq u \leq 1; 3 - 2u \) if \( 1 \leq u \leq 2 \), and \( u - 3 \) if \( 2 \leq u \leq 3 \). Therefore

\[
\tilde{\psi}_Y(Y + j + u) = \frac{1}{b} \left\{ (1 - u) \log \pi_Y \left( j - \frac{1}{2} \right) + (2u - 1) \right\} (u - \log \pi_Y \left( j + \frac{3}{2} \right)).
\]

for any signed integer \( j \) and \( 0 \leq u < 1 \); hence, \( \tilde{\psi}_Y \) is the linear interpolation of the function taking the value \( \log \pi_Y (j - 1/2) - \log \pi_Y (j + 3/2) / b \) at the grid point \( Y + j b \).

We have noted that the score function does not need to be very accurately estimated. This allows us to work with a coarse grid, corresponding to \( L = 0 \). The main effect of using such a coarse grid is that \( \tilde{\psi}_Y \) is linearly interpolated from a sparse set of points, entailing some loss of accuracy. However, in our experience, this loss is dominated by the bias and variability of the score estimator. Taking \( L = 0 \) avoids Step ii) in the algorithm of Section II-A and the computation of \( \log \tilde{\pi}_Y \), which then just reduces to \( \log \tilde{\pi}_Y \).

IV. SEPARATION ALGORITHMS

A. Offline Algorithm

The minimization of the criterion (1) can be done through a gradient descent algorithm, but a much faster method is the Newton algorithm (which amounts to using the natural gradient [13]). Starting with a current estimator \( \mathbf{B} \), it consists of expanding \( \tilde{C}(\mathbf{B} + \varepsilon \mathbf{B}) \) with respect to \( \varepsilon \) up to second order and then minimizing the resulting quadratic form in \( \varepsilon \) to obtain a new estimate. This method requires the Hessian\(^2 \) of \( \tilde{C}(\mathbf{B} + \varepsilon \mathbf{B}) \) with respect to \( \varepsilon \) (that is the relative Hessian of \( \tilde{C} \)), which is quite involved. For this reason, we will approximate it by the relative Hessian of \( \tilde{C} \), computed under the assumption that the \( Y_i \) are independent. (The method is then referred to as quasi-Newton.) It has been shown in [8] that this approximate relative Hessian is defined by the quadratic form

\[
\mathcal{E} \mapsto \frac{1}{2} \sum_{1 \leq i \neq j \leq K} \left[ E_{i,j} \varphi(Y_i) \varphi(Y_j) - E_{i,j} \right].
\]

The term \( E_{i,j} \varphi(Y_i) \varphi(Y_j) \) is no more than the Fisher information \( J_{Y_i} \) of \( Y_i \), and since it is unknown, we replace it by \( \tilde{J}_{Y_i} = N^{-1} \sum_{n=1}^{N} \tilde{\varphi}(Y_i(n)) \varphi(Y_i(n)) \). Likewise, \( \varphi(Y_i) \) is replaced by \( \tilde{\varphi}(Y_i) \), which is the sample variance of \( Y_i \). It is important to note that \( J_{Y_i} \tilde{\varphi}^2 \geq 1 \) by (9) and the Schwartz inequality. This shows that the approximate Hessian is positive definite, which ensures the stability of the iterative algorithm. Explicitly, the iteration consists of computing

\[
\left[ \begin{array}{c}
E_{i,j}
\end{array} \right] = \left[ \begin{array}{cc}
J_{Y_i} & \tilde{J}_{Y_i} \tilde{\varphi}_i^2
\end{array} \right]^{-1} \frac{1}{N} \sum_{n=1}^{N} \left[ \tilde{\varphi}(Y_i(n)) \varphi(Y_i(n)) \right] - \left[ \begin{array}{cc}
E_{i,j}
\end{array} \right].
\]

(\( E_{i,j} = 0 \)) and then updating the estimator \( \mathbf{B} \) by subtracting \( \mathbf{E} \mathbf{B} \) from it.

Note that from (11) and with \( \varphi(Y_i) \) being the Gaussian score function, one can rewrite \( \tilde{J}_{Y_i} \) as

\[
\tilde{J}_{Y_i} + \frac{1}{N} \sum_{n=1}^{N} \left( \tilde{\varphi}(Y(n)) \varphi(Y(n) - \bar{Y}) \right)
\]

where \( \tilde{J}_{Y_i} = N^{-1} \sum_{n=1}^{N} \left( \tilde{\varphi}(Y(n)) \varphi(Y(n) - \bar{Y}) \right) \). Therefore, from (13)

\[
\tilde{J}_{Y_i} = \tilde{J}_{Y_i} + \frac{1}{N} \sum_{n=1}^{N} \left( \tilde{\varphi}(Y(n)) \varphi(Y(n) - \bar{Y}) \right).
\]

(14)

The last formula will be useful later. It shows again that \( \tilde{J}_{Y_i} \tilde{\varphi}_i^2 \geq 1 \) since \( \tilde{\varphi}_i^2 \tilde{J}_{Y_i} \geq \lambda_{Y_i}^2 \) by (13) and the Schwartz inequality.

B. Online Algorithm

The above offline algorithm can be adapted to obtain an online version. The main ingredient of the algorithm is the calculation of the score function (8), which can be seen to be a linear combination of known functions with coefficients depending on the data. Thus, one only needs to update these coefficients, which amounts to essentially updating the probabilities of the grid cells. Note that in online processing, one often scales the reconstructed sources so that they have unit variance. The advantage is that the bandwidth parameter \( h \) (and hence the grid size) is now constant in time. The parameter \( h \) must be related

\[ \begin{array}{|c|c|c|c|c|c|}
\hline
 & \tilde{u}^2(u) & \tilde{u}^2(u) & \tilde{u}^2(u) & \tilde{u}^2(u) & \text{Epane.} & \text{Gauss.} \\
\hline
\int \tilde{u}^2(u) \text{d}u & 1/6 & 1/4 & 1/3 & 1/5 & 1 & 1 \\
\int \tilde{u}^2(u) \text{d}u & 2/3 & 11/20 & 151/315 & 3/5 & 1/(2\sqrt{\pi}) & 1 \\
\text{Efficiency} & 0.9887 & 0.9805 & 0.9755 & 1 & 0.9608 & 1 \\
\text{bandwidth} & 2.4320 & 1.9898 & 1.7255 & 2.2138 & 1 & 1 \\
\hline
\end{array} \]
to the learning step $\rho$ since this coefficient determines the effective sample size, which is about $(2 - \rho)/\rho$. Therefore, applying the simple Silverman rule for choosing the bandwidth, it should be $1.9698 \times 1.06[\rho/(2 - \rho)]^{1/5} = 2.11[\rho/(2 - \rho)]^{1/5}$ for the third cardinal spline kernel (see Table I in Appendix A).

In developing the online algorithm, it is important to ensure that the approximate Hessian is positive definite, since this is necessary for the stability of the algorithm. This can be achieved by making sure that $\lambda_y, \sigma^2_Y > 1$. Thus, the online analog of the formula $\hat{Y}_y = N^{-1} \sum_{n=1}^N \frac{s^2}{y}[Y(n)]$ cannot be used, since then, the above condition cannot be guaranteed to hold as one can no longer apply the Schwartz inequality. However, estimating the Fisher information through the online analog of (14) does lead to an estimator satisfying the above condition, provided that the online version of $\lambda_y, \sigma^2_Y$ and $\hat{Y}_y$ are defined appropriately.

As the online algorithm is rather heavy, we limit ourselves to the simple case $r = 3$ and $L = 0$. We have already said that one can very well choose $L = 0$, and there is little difference between $r = 3$ and $r = 4$, as can be seen in Appendix B. The updating equations are given below, using the same notations as before, but adding an extra time index $n$.

1) Reconstructing the centered sources: $Y(n) = B_{n-1}[X(n) - \bar{X}_n]$, where $\bar{X}_n = (1 - \rho)X_{n-1} + \rho X(n)$, and $i_{k,n} = [Y_k(n)/b_i]$, $r_{k,n} = Y_k(n)/b - i_{k,n}$.

2) Updating the “cell probabilities”

$$\hat{\pi}_{Y_{k,n}}(i_{k,n} - \frac{1}{2}) = (1 - \rho)\hat{\pi}_{Y_{k,n}-1}(i_{k,n} - \frac{1}{2}) + \rho \frac{(1 - r_{k,n})^2}{2}$$

$$\hat{\pi}_{Y_{k,n}}(i_{k,n} + \frac{1}{2}) = (1 - \rho)\hat{\pi}_{Y_{k,n}-1}(i_{k,n} + \frac{1}{2}) + \rho \frac{1}{2} + (1 - r_{k,n})^2 r_{k,n}$$

$$\hat{\pi}_{Y_{k,n}}(i_{k,n} + \frac{3}{2}) = (1 - \rho)\hat{\pi}_{Y_{k,n}-1}(i_{k,n} + \frac{3}{2}) + \rho r_{k,n}^2$$

$$\hat{\pi}_{Y_{k,n}}(i_{k,n} + \frac{1}{2} + j) = (1 - \rho)\hat{\pi}_{Y_{k,n}-1}(i_{k,n} + \frac{1}{2} + j)$$

3) Computing the centered raw scores and the $\lambda$ coefficients:

$$\hat{\psi}_{Y_k}[Y_k(n)] = \frac{1}{b}[\log \hat{\pi}_{Y_k}(i_{k,n} - \frac{1}{2}) + (2r_{k,n} - 1) \log \hat{\pi}_{Y_k}(i_{k,n} + \frac{1}{2}) - r_{k,n} \log \hat{\pi}_{Y_k}(i_{k,n} + \frac{3}{2})]$$

$$\hat{\bar{\psi}}_{Y_k}[Y_k(n)] = (1 - \rho)\hat{\bar{\psi}}_{Y_k,n-1} + \rho \hat{\bar{\psi}}_{Y_k}[Y_k(n)]$$

$$\lambda_{Y_k,n} = (1 - \rho)\lambda_{Y_k,n-1} + \rho \hat{\bar{\psi}}_{Y_k}[Y_k(n)]Y_k(n).$$

4) Computing the Fisher information and the scores:

$$\hat{J}_{Y_k,n} = \left[ 1 - \rho + \rho Y_k^2(n) \right]$$

$$\hat{J}_{Y_{k,n}} = \hat{J}_{Y_{k,n-1}} + 1 - \lambda_{Y_k,n}^2$$

$$\hat{\psi}_{Y_k}[Y_k(n)] = \hat{\psi}_{Y_k,n} - (1 - \lambda_{Y_k,n}) Y_k(n)$$

5) Updating the separation matrix: $B_{n+1} = (1 - \hat{E})B_n$, where $\hat{E}$ is the matrix with diagonal elements $\hat{E}_{ii} = \rho Y_i^2(n) - 1/2$ and off diagonal elements

$$\hat{E}_{ij} = \rho \frac{\hat{J}_{Y_{ij},n}\hat{\psi}_{Y_i}[Y_i(n)]Y_i(n) - \hat{\psi}_{Y_j}[Y_j(n)]Y_j(n)}{\hat{J}_{Y_i,n}\hat{J}_{Y_j,n} - 1}.$$ 

Some explanations and comments regarding the algorithm are now given.

• Scaling and information: Assume that the variance estimate of $Y_k$ based on its observations up to time $n - 1$ is 1; then, the next estimate would be $s_k^2 = 1 - \rho Y_k^2(n)$. Thus, to keep the variance $Y_k$ at the level 1, one has to scale down their observations by $s_k$. This has the effect of multiplying the Fisher information of $Y_k$ by $s_k^2$, which explains the presence of the factor $s_k^2$ in the formula for $\hat{J}_{Y_{k,n}}$ and the absence of the variance term in the formulas for $\hat{J}_{Y_{k,n}}$ and $\hat{E}_{ij}$. Note that the rescaling is approximately implement through the diagonal term $\hat{E}_{ii}$ of $\hat{E}$ since $1/s_k \approx 1 - \rho Y_k^2(n) - 1/2$. By taking correctly into account the scaling effect as above, one ensures that $\hat{J}_{Y_{k,n}} > 1$. Indeed, the coefficient $\lambda_{Y_{k,n}}$ can be viewed as the scalar product of the vectors $[\frac{Y_k(n)}{b_i}]$ and $[\hat{\psi}_{Y_k,n-1}^2 \hat{\psi}_{Y_k}[Y_k(n)]]$, with weights $1 - \rho$ and $\rho$ attached to their components; hence by the Schwartz inequality, $\lambda_{Y_{k,n}}^2 \leq s_k^2(1 - \rho)\lambda_{Y_{k,n-1}}^2 + \rho \hat{\bar{\psi}}_{Y_k}[Y_k(n)]^2$. Thus, $\lambda_{Y_{k,n}}^2 < \hat{J}_{Y_{k,n}} - 1$ implies $\lambda_{Y_{k,n}}^2 < \hat{J}_{Y_{k,n}}$, implying that $\hat{J}_{Y_{k,n}} > 1$ if one starts the algorithm with $\hat{J}_{Y_{k,0}} \gg \lambda_{Y_{k,0}}^2 = 1$. In practice, one takes $\hat{J}_{Y_{k,0}} \gg \lambda_{Y_{k,0}}^2 = 1$ to get a high value of $\hat{J}_{Y_{k}}$ at the beginning of the algorithm, which would make the approximate Hessian higher and closer to diagonal. As the estimate of the separation matrix is far from the truth at this stage, it makes sense not to use of the true Hessian, but rather a nearly diagonal matrix. Further, a higher Hessian matrix would make the step size smaller at this early stage.

• Number of grid cells: Unlike the offline algorithm, the number of grid cells that have nonzero probability would increase indefinitely in time, except for bounded sources, although only a finite number of cells would have non-negligible probabilities. We prefer to work with a fixed number of cells, $2M + 2$. This means that we have to deal with the case where a reconstructed source (which has unit variance) lies outside the interval $[-M_b, M_b]$ covered by the interior cells. Our solution is to pull it inside to $M_b$ or $-M_b$, according to their sign. By taking $M$ high enough, the above case can be made to happen with negligible probability. For example, for a standard Gaussian variable, the probability that a datum falls outside $[-3.1, 3.1]$ is only 0.002. For a long tail variable
such as the bilateral exponential, the range must be double $[-6.2146, 6.2146]$ to achieve the same probability, but this is an extreme case. For short tail variables, the range would be shorter than that of the Gaussian. Thus, a choice of $M$ for which $Mb \geq 6$ is a safe bet that most of the data fall in the interior cells.

- Centering: If the data are known to have zero mean, one can drop their centering. In addition, the average raw scores are often very close to 0; therefore, one may drop the centering of these scores as well.

V. TWO SIMULATION EXAMPLES

To illustrate the performance of our algorithm, we generate three independent sequences of sources of length 2000 with distributions the uniform, the triangular, and the bilateral exponential distribution. The first two are bounded distributions with score function tending to infinity at the boundary of their support, whereas the last is a long tail distribution with bounded score function. The sources are scaled to have unit variance and mixed according to the mixing matrix

$$A = \begin{bmatrix} 1 & 1 & 1 \\ 1 & -1 & 1 \\ 0.5 & 1 & 1 \end{bmatrix}.$$  

In a first simulation, we apply our offline algorithm to ten consecutive segments of length 200 of the data sequences. We take $r = 3$ and $L = 0$ so that the grid size equals the bandwidth. Fig. 1 plots the nine elements of the global matrix $BA$ versus the iteration step. One can see that the algorithm converges in at most ten steps. Note that in applying the algorithms to consecutive segments, one could (and should) initialize the algorithm by the separating matrix just found in previous segment, and then, the algorithm would converge in one step or two. Here, we always initialize the algorithm by the identity matrix to see how fast it could converge. We also have applied our algorithm with $L = 1$: The results are very similar and are not shown. This suggests that we do not really needed $L > 0$, which justifies our decision to restrict ourselves to the choice $L = 0$ in the online algorithm (for reasons of simplicity).

In a second simulation, we applied the online algorithm to the whole data sequence. Again, the separating matrix is initialized at the identity matrix. However, to initialize the scale and the probabilities, we make use of the first 50 samples, where the separation matrix is kept fixed and only scaled during the first 50 samples. The full online algorithm only starts at sample 51. (Thus, this initialization is based on the mixtures of sources, since we have yet to separate them.) The leaning step $\rho$ is set to 0.01. The evolution of the nine elements of the global matrix is plotted in Fig. 2.

As can be seen, both algorithms perform satisfactorily. Its convergence, in terms of the number of iterations, is quite fast. Our simulations, however, do not tell how costly the computation is, and a comparison of computation time with other existing algorithms could be of interest. However, this is not easy, since we do not have the codes of the other algorithms, and one needs to make comparison on the same machine, using the same programming language (with the same coding efficiently). Further, our algorithm computes both the criterion and its gradient and does not merely try to solve the estimating equation; it also involves the Hessian, which increases the cost for one iteration but reduces the number of iterations for convergence. Therefore, we will choose to look at the complexity of the algorithm by counting the number of operations (multiplication or division) needed for each iteration.

In the case of the offline algorithm, one needs first to compute the probabilities of the cells, which requires $6N$ operations ($N$ being the sample size) with the quadratic spline kernel ($r = 2$). If $L > 0$, further $LM$ operations are needed to smooth out these probabilities ($M$ being the number of cells with nonzero probabilities), but this number is in general negligible with respect to $N$ (as $L$ is quite small). To compute the entropy, $M$ operations and $M$ evaluations of the logarithmic function will be needed. For the computation of the raw score function, we need $3N$ operations by taking $L = 0$. By taking $L > 0$, $ML$ operations are needed to compute the quantities $\log \pi_Y(m-r/2)$ (not counting $ML$ operations and $M$ evaluations of the logarithmic
function already required above). Thus, in total, one needs about
10N operations per source. For K sources, one should multiply
this number by K, and one also needs K(K - 1)N operations to compute the elements of the gradient vector. The
total number of operation is quite reasonable. A method based
on the fourth-order cumulants, for example, can require a much
smaller number of operations to compute the criterion, but one
also needs to compute the gradient of the criterion that would
involve cross cumulants, the number of which grows at least
quadratically with K. In addition, we have not considered the
computation of the Hessian, which is quite cheap in our algo-
rithm, but not in other methods. This is because our (approxi-
matively improved) Hessian has the block diagonal form with 2 x 2 diagonal blocks; therefore, we need only to compute the estimated variance and the Fisher information for each source, which needs N operations each.

We now look at the complexity of the online algorithm. The
costliest part of it is the update of the cell probabilities in step
2, which takes (2M + 1) + 5 operations (multiplication or di-
vision) (2M + 1) being the number of cells. With M ≥ 6/b
and b = 2.11[ρ/(2-ρ)]^{1/3}, one gets M ≥ 9 for ρ = 0.01
and M ≥ 13 for ρ = 0.001. Thus, M is fairly small. The com-
putation of the raw score in step 3 is quite quick. It needs three
multiplications and three evaluations of the logarithm function.
To compute the Fisher information and the score, Step 4) needs
four further operations. We have yet to include centering, which
needs some more operations, but as has been said, this can be
dropped. Note that the above counts are per source; if there are
K sources, one has to multiply them by K. Finally, we have not
counted the number of operations to reconstruct the sources and
update the separating matrix, since it is the same for all algo-
rithms of the quasi-Newton type.

VI. CONCLUSION

We have provided low-cost algorithms to perform ICA
through the minimization of the mutual information criterion
with the true unknown density of the source being nonparametrically
estimated. Further, we introduce a new estimator of the score
function (10)–(12), which allows the exact calculation of the
(relative) gradient of the estimated criterion [obtained from
(1) by replacing the entropies by their estimates]. If we just use
some other score estimator in the formula for the gradient,
then we get only an estimate of the relative gradient of the
theoretical criterion C, which may not be the same. Having
the exact gradient of the estimated criterion is necessary to
minimize it correctly.

APPENDIX

A. Some Properties of the Cardinal Spline

The cardinal spline of degree r is the r times convolution of
\[ \mathbb{I}_{[0,1]}^{\times r} \] (the indicator function of the interval [0, 1]) with itself,
which we denote by \[ \mathbb{I}_{[0,1]}^{\times r} \]. A detailed treatment of these splines
can be found in [25]. We give here only some of their useful
properties.

- Cardinal splines are density functions
- The cardinal spline of degree r has support [0, r]
and is symmetric around its center of support:
\[ \mathbb{I}_{[0,1]}^{\times r}(u) = \frac{u}{r} \mathbb{I}_{[0,1]}^{\times r-1}(u) \]
- Cardinal splines possess the property of partition of unity:
\[ \sum_{u=\infty}^{\infty} \mathbb{I}_{[0,1]}^{\times r}(u+m) = 1 \text{ for all } u. \]
- Cardinal splines satisfy the following recursion:
\[ \mathbb{I}_{(0,1)}^{\times r}(u) = \frac{u}{r-1} \mathbb{I}_{[0,1]}^{\times r-1}(u) + \frac{u-r}{r-1} \mathbb{I}_{[0,1]}^{\times (r-1)}(u-1). \]
- For any positive integer m
\[ \mathbb{I}_{(0,1)}^{\times m}(u) = \sum_{l=0}^{m-1} c_{l}^{m,r} \mathbb{I}_{(0,1)}^{\times l}(mu-l) \]
where
\[ c_{l}^{m,r} I = 0, \ldots, (m-1) r \text{ are the coefficients of the polynomial } (m-1) \sum_{l=0}^{m-1} f^{l} r. \] (This
relation can be proved by noting that \[ \mathbb{I}_{[0,1]}^{\times r}(u) = m-1 \sum_{l=0}^{m-1} B_{l}(m \mathbb{I}_{[0,1]}^{\times l})(mu) \text{, where } B \text{ is a backward}
shift operator } B f(x) = f(x-1) \text{ and the shift operator commutes with the convolution.)}

B. Performance of the Cardinal Spline Kernel Density
Estimator

We show here that this estimator has an efficiency close to optimal and approximates the Gaussian kernel density estimator
quite closely. The last estimator has some appeal, as explained
in [8], but has infinite support and, hence, cannot be used in our
algorithms.

It is known [19] that the kernel density estimator (2) has approximate bias
\[ \frac{1}{2} \int \kappa^{2}(u) du \] and variance
\[ \frac{1}{N h^{2}} \int \kappa^{2}(u) du. \] Thus, the integrated mean square
error
\[ \frac{1}{N h^{2}} \int \kappa^{2}(u) du \] is minimized when h equals
\[ h_{\text{opt}} = \left\{ \frac{\int \kappa^{2}(u) du}{\int u^{2} \kappa(u) du} \right\}^{1/5} N^{-1/5} \]
and the attained minimum is
\[ \frac{5}{4} \left[ \int \kappa^{2}(u) du \right]^{4/5} \left[ \int u^{2} \kappa(u) du \right]^{-2/5} \times \left[ \int \kappa^{2}(y) dy \right]^{1/5} N^{-4/5}, \]

The above formulas, however, require the knowledge of the den-
sity \[ \kappa \], but it can still be used to compare kernels. The ratio of
the optimal bandwidth \[ h_{\text{opt}} \] of the kernel \[ \kappa \], to that of a reference
kernel \[ \kappa^{*} \], which is denoted by \[ h_{\text{opt}}^{*} \], is
\[ h_{\text{opt}}^{*} = \left\{ \frac{\int \kappa^{2}(u) du}{\int u^{2} \kappa^{*}(u) du} \right\}^{1/5} \left[ \frac{\int u^{2} \kappa^{*}(u) du}{\int \kappa^{2}(u) du} \right]^{-2/5} \]
and the inverse of the ratio of the corresponding minimum integrated mean squares errors is

\[
\left( \frac{\int \kappa^2(u) \, du}{\int \kappa(u) \, du} \right)^{2/5} \left( \frac{\int u^2 \kappa^*(u) \, du}{\int u^2 \kappa(u) \, du} \right)
\]

and is called the efficiency of \( \kappa \) relative to \( \kappa^* \).

The optimal choice of \( \kappa \) is the one that minimizes \( \int \kappa^2(u) \, du \int u^2 \kappa(u) \, du \), and it has been shown that it is the Epanechnikov kernel, which is given by \( \kappa(u) = (3/4)(1-u^2) \) for \( |u| \leq 1 \), \( = 0 \) otherwise. The relative efficiency of a kernel to this kernel is simply called efficiency.

Direct calculation yields Table I, which provides the efficiencies for the cardinal spline kernels and their associated optimal bandwidth relative to that of the Gaussian kernel. The efficiencies are quite close to 1; therefore, it makes little difference which one of the above kernels is used. There is, in fact, some other reason, which is explained in [8], to prefer the Gaussian kernel (which has lowest efficiency). The somewhat lower efficiency of the Gaussian kernel (compared with that of the cardinal splines) may be due to the fact that it is very smooth, admitting derivatives of all order. However, we do not really need that since the smoothness of \( \mathcal{L}_{1,1,0.5}(3,5) \) or \( \mathcal{L}_{1,1,0.5}(5) \) could be sufficient. The Gaussian kernel can be viewed as a limiting case of the cardinal spline kernel, since by the central limit theorem, \( \mathcal{L}_{1,1,0.5}(3,5) \) appropriately scaled, converges as \( r \to \infty \) to the Gaussian density. Fig. 3 shows that this limit is almost attained for the cardinal spline of order as low as 3 and 4, which further justifies their use.

C. Explicit Calculation of the Score Estimator

From (8) and using our entropy estimator (6), we get

\[
\hat{\psi}_Y[Y(n)] = -N \sum_{m=-\infty}^{\infty} \frac{\partial \hat{\pi}_Y(m - L/2 - r/2)}{\partial Y(n)} \times \log \hat{\pi}_Y \left( m - \frac{L + r}{2} \right) + 1 + N \frac{\partial \log b}{\partial Y(n)}.
\]

We first note that in the above left-hand side, we can drop the constant 1 in \( \log \hat{\pi}_Y(m - L/2 - r/2) + 1 \) since

\[
\sum_{m=-\infty}^{\infty} \hat{\pi}_Y(m - L/2 - r/2) = 1,
\]

regardless of the data values, and hence, its partial derivative with respect to \( Y(n) \) vanishes. Further, since \( \hat{\pi}_Y(m - L/2 - r/2) = \hat{\pi}_Y[Y + (m - L/2 - r/2)\delta h] \delta h \), we get from (2)

\[
\frac{N \partial \hat{\pi}_Y(m - L/2 - r/2)}{\partial Y(n)} = \frac{\delta}{N} \sum_{l=1}^N \kappa' \left( \left( m - \frac{L + r}{2} \right) \delta - \frac{Y(l) - Y}{h} \right) \frac{\partial Y - Y(l)}{\partial Y(n)}
\]

where \( \kappa' \) is the derivative of \( \kappa \). However, using (10)

\[
\frac{\partial Y - Y(l)}{\partial Y(n)} = \frac{1}{N} \left( 1 + \frac{[Y(l) - Y] \varphi_Y[Y(n)]}{N} - \delta_{l,n} \right)
\]

where \( \delta_{l,n} \) denotes the Kronecker symbol. Therefore, combining the above results and (10)

\[
\hat{\psi}_Y[Y(n)] = \tilde{\psi}_Y[Y(n)]
\]

Fig. 3. Comparison between Gaussian kernel and the third and fourth scaled cardinal splines with the Gaussian kernel, scaled to have the same optimal bandwidth.

\[
- \sum_{l=1}^N \frac{1}{N} \frac{[Y(l) - Y] \varphi_Y[Y(n)]}{N} \tilde{\psi}_Y[Y(l)] + \varphi_Y[Y(n)]
\]
where \( \psi_Y \) is given in (12). After some rearrangement, this yields (11).
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