Shape Smoothing using Double Offsets

Frédéric Chazal ∗
INRIA Futurs, FRANCE
André Lieutier ‡
Dassault Systèmes Provence, FRANCE
David Cohen-Steiner †
INRIA Sophia Antipolis, FRANCE
Boris Thibert §
LJK - Université Joseph Fourier, Grenoble, FRANCE

Abstract

It has been observed for a long time that the operation consisting of offsetting a solid by a quantity $r$ and then offsetting its complement by $d < r$ produces, in some cases, a new solid with the same topology but with a smooth boundary. While this fact has been widely used in Computer Aided Geometric Design or in the field of image processing, we provide here for the first time a tight and robust condition that guarantees the smoothness of the new solid and gives a lower bound on its reach (distance to the medial axis). This condition is based on the general properties of the distance function to a compact set and relies on the recently introduced critical function and $\mu$-reach.
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1 Introduction

Motivation. In Computer Aided Geometric Design (CAGD) applications, blending or filleting operators consist in “rounding” sharp edges and corners of objects. It may be motivated by aesthetic or ergonomic purposes, constrained by manufacturing processes such as machining or moulding, or required by functional issues such as structural or aerodynamic behavior.

A widely used geometric definition, illustrated on figure 1 consists in the so called blends by rolling ball [Rossignac 1985; Rossignac and Requicha 1986]. Figure 1 shows on the left a simple solid, made of the union of two “boxes”. In the middle, concave edges have been rounded, while, on the right, all edges have been rounded. Starting from the solid on the left, the rounding of concave edges can be defined by the following fictive operation. Assuming the solid to be made of a hard material (like steel) one embed it in a bloc of wax. Then one uses a ball of given radius to remove as
much wax as possible to obtain the solid on the middle of the figure (we reuse here a construction used by H. Edelsbrunner for the definition of $\alpha$-shapes, starting from a set of “hard points”). The remaining solid is said to be the initial one rounded from the outside by a rolling ball. The rounding of convex edges can be obtained by applying the same fictive process to the complement of the solid: one build the complement of the part in the middle out of a hard material, fill it with wax and remove (from the inside!) as much wax as possible with a ball. Taking again the complement of the resulting solid yields the solid on the right of figure 1. This definition of rounding is rather natural if one’s intent is to design a part which have to be machined by a spherical tool (or whose mold has to be machined by a spherical tool). In many situations, this rounding process produces solids with smooth boundaries. However, in the situation of figure 2, the center of the rolling ball follows an elliptic trajectory. When the minimum curvature radius of the ellipse is smaller than the radius of the ball, the boundary of the set swept by the ball is not smooth (see figure 2). Theorem 4.3 gives a condition determining the smoothness of such kinds of rounded solids for a large class of compact subsets of $\mathbb{R}^n$. Mature CAD systems, such as CATIA V5, avoid the situations where a rolling ball or an offset surface may be non smooth. These situations are detected and alternative geometric definitions are used for edges fillets. However, the issue of the robust computation of large offsets as well as a general specification for fillets operations are still open.

In order to relate the CAGD notion of rounding by rolling ball both with mathematical morphology operator and with the notion of offset used through the paper, let us introduce a few notations. The distance function $R_k$ of a compact subset $K$ of $\mathbb{R}^n$ associates to each point $x \in \mathbb{R}^n$ its distance to $K$:

$$x \mapsto R_k(x) = \min_{y \in K} d(x, y)$$

where $d(x, y)$ denotes the euclidean distance between $x$ and $y$. Conversely, this function characterizes completely the compact set $K$ since $K = \{ x \in \mathbb{R}^n | R_k(x) = 0 \}$.

For a positive number $r$, we denote by $K_r$ the $r$-offset of $K$, defined by $K_r = \{ x | R_k(x) \leq r \}$. Given $X \subset \mathbb{R}^n$, one denotes by $X^c$, $\partial X$ and $\overline{X}$ respectively the complement, the boundary and the closure of $X$. In the field of image processing and mathematical morphology [Serra and Matheron 1988], $K_r$ is named the dilatation of $K$ by a ball of radius $r$, while the operation taking the complement of the dilatation of the complement, is named the erosion of $K$ by a ball of radius $r$ and is denoted $K_{cr}$.

Notice that the process of “removing as much wax as possible with a ball of radius $r$” (from left to middle on figure 1) can be expressed as $K \mapsto (K_r)^c$, while the symmetric operation (from middle to right on figure 1) can be expressed as $K \mapsto (K_{cr})^c$.

Applying both transformations (from left to right on figure 1) can thus be expressed as:

$$K \mapsto \left(\left(\left(\left(K_r\right)^c\right)^c\right)^c\right)_r$$

or, after simplification, by:

$$K \mapsto \left((K_r)^c\right)^c$$

J. Serra and G. Matheron [1988] have used erosion and dilatation operators as filters for image smoothing, removal of high frequency or topological noise. Applying successively an erosion and a dilatation remove unwanted topological features such as non significant small holes, tunnels, too thin connected components or handles (i.e. connected components or handles $K$ for which the distance from any point $x \in K$ to the complementary of $K$ is small). For example, in the context of medical imaging, such topological features that would be of the same order of magnitude or smaller than the accuracy of the physical measure producing the image should be considered as “topological noise” and should therefore be filtered out. This point of view of filtering is related to more recent results [Chazal and Lieutier 2005b; Chazal et al. 2006; Cohen-Steiner et al. 2005], showing how simple offsets may allow to recover with guarantee the topology of objects from noisy point samples or other geometric approximations.

Let us mention still another important context in which a procedure that, starting from a compact set, could produce a nearby (nearby in some geometrical or topological sense) smooth object, could be much welcome. For the sake of robustness, it is of prime importance to know when rounding [Fortune 1999; Devillers and Guigue 2005] the coordinates of the vertices of a polyhedral surface on a fixed integer or floating point grid is “safe”, that is to avoid to break the embedding of the surface by creating unwanted “self-intersections”. Indeed, here, and in the sequel of this paper, smoothness is measured through the “reach”, which is the minimum distance between the object and its medial axis (see section 2.1 below). If a triangulated surface $T$ approximates a smooth surface $S$ with a sufficiently large reach, assuming some lower bounds on the size and flatness of the triangles of $T$ and on the angular accuracy of the approximation, one is able to guarantee a “safe rounding” of the vertices of $T$. Similarly, it would be possible to control when a chordal error-driven edge-collapse procedure could preserve the embedding of $T$ (i.e. could avoid self-intersections). Guarantees on the stability of the embedding is also related to the concern of the topological stability of polyhedral or boundary representations [Andersson et al. 1998; Andersson et al. 2000; Amenta et al. 2003]

**Contributions.** The main contributions are theorems 4.1, 4.3 and 5.1 that express the smoothness, through a lower bound on the reach, of the boundary $K_{cr,d}$ of $(K_r)^c$. Combining results from Federer [Federer 1959] and Fu [Fu 1995] it has already been noted that, in the condition of theorem 4.3, the reach of $K_r$ is strictly positive ([Chazal 2005], p.22). However, beyond the trivial case where $K$ is convex, our result is the first quantitative lower bound on this reach (known from the authors). In the condition of the theorem, this bound is tight for dimension 3 and higher (see example in section 4.2).

Our lower bound relies on the notion of critical function of a compact set, introduced in [Chazal et al. 2006], where it is shown that the critical function is stable (see theorem 2.3 below) and therefore computable in theory: one can derive a guaranteed bound on the reach of the double offset of an object from a partial geometric knowledge of the object, for example a Hausdorff approximation given from a measure or a sampling of the object.
Outline. Section 2 gives some definitions used in the sequel of this paper and briefly introduces some properties of the distance function and its generalized gradient, as well as the central notions of critical function and μ-reach. Section 3 gives some results on the Hausdorff distance to offset boundaries used in the proof of subsequent sections. Section 4 gives the main results of the paper, namely lower bounds on the reach of complements of offsets in theorems 4.1 and 4.3. Section 5 complements section 4 with some results on the smoothness and topological stability of double offset boundaries. In particular a guaranty on the topology of offset boundary (theorem 5.4) is given in the special case where the initial compact set is a surface in $\mathbb{R}^3$. Section 6 concludes by sketching some possible extensions of this work.

Acknowledgments. The authors were partially supported by ANR under grant JC05-41922 “GeoTopA! Topologie, Géométrie Différentielle et Algorithmes”. The first tight example of section 4.2, depicted in figure 9, is an adaptation of an example suggested by J. Rossignac.

2 Definitions and background on Distance Functions

We are using the following notations in the sequel of this paper. Given $X \subset \mathbb{R}^n$, one denotes by $X^\circ$ the complement of $X$, by $\overline{X}$ its closure and by $\partial X$ the boundary of $X$. Given $A \subset \mathbb{R}^n$, $\text{ch}(A)$ denotes the convex hull of $A$.

The distance function $R_K$ of a compact subset $K$ of $\mathbb{R}^n$ associates to each point $x \in \mathbb{R}^n$ its distance to $K$:

$$x \mapsto R_K(x) = \min_{y \in K} d(x,y)$$

where $d(x,y)$ denotes the euclidean distance between $x$ and $y$. Conversely, this function characterizes completely the compact set $K$ since $K = \{x \in \mathbb{R}^n | R_K(x) = 0\}$. Note that $R_K$ is 1-Lipschitz. For a positive number $r$, we denote by $K_r$ the $r$-offset of $K$, defined by $K_r = \{x \in \mathbb{R}^n | d(x,K) \leq r\}$. The Hausdorff distance $d_H(K,K')$ between two compact sets $K$ and $K'$ in $\mathbb{R}^n$ is the minimum number $r$ such that $K \subset K'_r$ and $K' \subset K_r$. It is not difficult to check that the Hausdorff distance between two compact sets is the maximum difference between the distance functions associated with the compact sets:

$$d_H(K,K') = \sup_{x \in \mathbb{R}^n} |R_K(x) - R_{K'}(x)|$$

Given a compact subset $K$ of $\mathbb{R}^n$, the medial axis $\mathcal{M}(K)$ of $K$ is the set of points in $\mathbb{R}^n \setminus K$ who have at least two closest points on $K$. The minimal distance between $K$ and $\mathcal{M}(K)$ is called, according to Federer, the reach of $K$ and is denoted $\text{reach}(K)$. $\text{reach}(K) = 0$ if $K$ has sharp edges or corners. A $\mathcal{C}^{1,1}$ function is a $\mathcal{C}^1$ function whose first derivative is Lipschitz. A $\mathcal{C}^{1,1}$ hypersurface $S$ is a $(d-1)$-manifold embedded in $\mathbb{R}^d$ such that each point of $S$ has a neighborhood which is the regular image (that is the image by a function whose derivative has maximal rank) by an injective $\mathcal{C}^{1,1}$ function of a neighborhood of 0 in $\mathbb{R}^{d-1}$. Informally, one can say that a $\mathcal{C}^{1,1}$ surface is a surface with bounded curvature, which is strictly stronger than $\mathcal{C}^1$ and strictly weaker than $\mathcal{C}^2$. An embedded $\mathcal{C}^1$ compact manifold is $\mathcal{C}^{1,1}$ if and only it has positive reach (Federer).

2.1 The gradient and its flow.

The distance function $R_K$ is not differentiable on $\mathcal{M}(K)$. However, it is possible [Lieutier 2004] to define a generalized gradient function $\nabla_{\mathcal{M}} K : \mathbb{R}^n \to \mathbb{R}^n$ that coincides with the usual gradient of $R_K$ at points where $R_K$ is differentiable. For any point $x \in \mathbb{R}^n \setminus K$, we denote by $\Gamma_K(x)$ the set of points in $K$ closest to $x$ (figure 3):

$$\Gamma_K(x) = \{ y \in K | d(x,y) = d(x,K) \}$$

Note that $\Gamma_K(x)$ is a non empty compact set. The function $x \mapsto \Gamma_K(x)$ is upper semi-continuous (cf. [Lieutier 2004] and [Clarke 1983] p.29):

$$\forall x, \forall r, \exists \alpha, \|y-x\| \leq \alpha \Rightarrow \Gamma_K(y) \subset \Gamma_K(x)_r \quad (1)$$

There is a unique smallest closed ball $\sigma_K(x)$ enclosing $\Gamma_K(x)$ (cf. figure 3). We denote by $\theta_K(x)$ the center of $\sigma_K(x)$ and by $F_K(x)$ its radius. $\theta_K(x)$ can equivalently be defined as the point on the convex hull of $\Gamma_K(x)$ nearest to $x$. For $x \in \mathbb{R}^n \setminus K$, the generalized gradient $\nabla_{\mathcal{M}} K(x)$ is defined as follows:

$$\nabla_{\mathcal{M}} K(x) = \frac{x - \theta_K(x)}{R_K(x)}$$

It is natural to set $\nabla_{\mathcal{M}} K(x) = 0$ for $x \in K$. For $x \in \mathbb{R}^n \setminus K$, one has the following relation [Lieutier 2004]:

$$\|\nabla_{\mathcal{M}} K(x)\|^2 = 1 - \frac{F_K(x)^2}{R_K(x)^2}$$

Equivalently, $\|\nabla_{\mathcal{M}} K(x)\|$ is the cosine of the (half) angle of the smallest cone with apex $x$ that contains $\Gamma_K(x)$. The map $x \mapsto \|\nabla_{\mathcal{M}} K(x)\|$ is lower semicontinuous [Lieutier 2004]. Although $\nabla_{\mathcal{M}} K$ is not continuous, it is shown in [Lieutier 2004] that Euler schemes using $\nabla_{\mathcal{M}} K$ converges uniformly, when the integration step decreases, toward a continuous flow $\mathcal{F} : \mathbb{R}^+ \times \mathbb{R}^n \to \mathbb{R}^n$. One proves in [Lieutier 2004] the following equalities:

$$\mathcal{F}(t,x) = x + \int_0^t \nabla_{\mathcal{M}} K(\mathcal{F}(\tau,x))d\tau$$

and

$$R_K(\mathcal{F}(t,x)) = R_K(x) + \int_0^t \nabla(\mathcal{F}(\tau,x))^2d\tau$$

The curve $t \mapsto \mathcal{F}(t,x)$ is rectifiable and its arc length is an increasing function of $t$ given by:

$$s(t) = \int_0^t \|\nabla_{\mathcal{M}} K(\mathcal{F}(\tau,x))\|$$

Figure 3: A 2-dimensional example with 2 closest points.
The integral line of the flow $\mathcal{C}$ starting at a point $x \in \mathbb{R}^n$ can be parameterized by arc length $s \mapsto \mathcal{C}(t(s), x)$. It is possible to express the value of $R_K$ at the point $\mathcal{C}(t(l), x)$ by integration along the integral line with length $l$ downstream the point $x$ [Lieu 2004]:

$$R_K(\mathcal{C}(t(l), x)) = R_K(x) + \int_0^l ||\nabla_K(\mathcal{C}(t(s), x))|| ds \quad (2)$$

It is proved in [Lieu 2004] that the functions $\mathcal{X}_K$ and $R_K$ are increasing along the trajectories of the flow. In the particular case where $K$ is a finite set, various notions of flows related to this one have been independently introduced by H. Edelsbrunner [Edelsbrunner 1996], J. Giesen and al. [Giesen and John 2003] and R. Chaine [Chaine 2003] using Voronoi diagrams.

### 2.2 Critical point theory for distance functions.

The critical points of $R_K$ are defined as the points $x$ for which $V_K(x) = 0$. Equivalently, a point $x$ is a critical point if and only if it lies in the convex hull of $\Gamma_K(x)$. When $K$ is finite, this last definition means that critical points are precisely the intersections of Delaunay $K$-dimensional simplices with their dual $(n - K)$-dimensional Voronoi facets [Giesen and John 2003]. Note that this notion of critical point is the same as the one considered in the setting of non-smooth analysis [Clarke 1983] and Riemannian geometry [Cheeger 1991; Grove 1993].

The topology of the offsets $K_\epsilon$ of a compact set $K$ are closely related to the critical values of $R_K$ (i.e. the values of its distance function at critical points). The weak feature size of $K$, or $wfs(K)$, is defined as the infimum of the positive critical values of $R_K$. Equally it is the minimum distance between $K$ and the set of critical points of $R_K$. Notice that $wfs(K)$ may be equal to 0. Nevertheless, $wfs(K)$ is non-zero for a large class of compact sets including polyhedrons and piecewise analytic sets (see [Chazal and Lieutier 2005a; Chazal and Lieutier 2005b]). The resulting feature size $wfs(K)$ may be viewed as the “minimum size of the topological features” of the set $K$.

**Lemma 2.1** If $0 < r < s < wfs(K)$ then $K_r$ and $K_s$ are homeomorphic and even isotopic. The same holds for the complements of $K_r$ and $K_s$. The same also holds for the boundaries $\partial K_r$ and $\partial K_s$ that are topological $(n - K)$-dimensional manifolds.

Roughly speaking, two subspaces of $\mathbb{R}^n$ are isotopic if they can be deformed one into each other without tearing or self-intersection. For example, a circle and a trefoil knot are homeomorphic but not isotopic.

### 2.3 The critical function and the $\mu$-reach

The results of this paper rely strongly on the notions of critical function and $\mu$-reach, introduced in [Chazal et al. 2006].

**Definition 2.2 (Critical function)** Given a compact set $K \subset \mathbb{R}^n$, its critical function $\chi_K : (0, +\infty) \to \mathbb{R}_+$ is the real function defined by:

$$\chi_K(d) = \inf_{R_K(d)} ||\nabla_K||$$

Figure 4 shows the respective critical functions of a square in 3-space and of a sampling of it. We note that the infimum can be replaced by a minimum since $||\nabla_K||$ is lower semi-continuous and $R_K^{-1}(d)$ is compact. It also results from the compactness of $R_K^{-1}(d)$ that $d \mapsto \chi_K(d)$ is lower semi-continuous. The critical function is in some sense “stable” with respect to small (measured by Hausdorff distance) perturbations of a compact set, precisely [Chazal et al. 2006]:

**Theorem 2.3 (Critical function stability theorem)** Let $K$ and $K'$ be two compact subsets of $\mathbb{R}^n$ and $d_H(K, K') \leq \epsilon$. For all $d \geq 0$, we have:

$$\inf\{\chi_{K'}(u) | u \in I(d, \epsilon)\} \leq \chi_K(d) + 2\sqrt{\frac{\epsilon}{d}}$$

where $I(d, \epsilon) = [d-\epsilon, d+2\epsilon] \setminus \{d\}$ and says that the knowledge of a lower bound on the critical function of a compact set $K'$ gives a lower bound on the critical function of “nearby” (for Hausdorff distance) compact sets $K$. In particular, if a set $K'$ of measured points is known to lie within some Hausdorff distance of a physical object represented by the unknown compact set $K$, the critical function of $K'$ gives, by theorem 2.3, a lower bound on the critical function of the partially known physical object $K$. Note that as explained in [Chazal et al. 2006], when $K = \{p_1, \ldots, p_n\}$ is a sample of points, then the computation of the critical function of $K$ is straightforward starting from the Voronoi cells of the sample (the Voronoi cell of $p_i$ is composed of all the points of $\mathbb{R}^n$ that are closer to $p_i$ than to the points of $K \setminus \{p_i\}$). This stability of the critical function with respect to small perturbations of the object in Hausdorff distance makes it realistic with respect to physical interactions — it does not rely on unmeasurable quantities — but also robust with respect to numerical computations because, by backward error analysis, the impact of rounding errors on the evaluation of the critical function can be controlled.

The $\mu$-reach of a compact set $K$ is the maximal offset value $d$ for which $\chi_K(d) \geq \mu$ for $d' < d$. 

![Figure 4: Critical function of a square embedded in $\mathbb{R}^3$ with side length $50$, and of a sampling of that square](image-url)
The arc length on the trajectory and

While the Hausdorff distance between a compact set

\[ r \]

is defined by:

\[ r(\mu) = \inf \{ d \mid \chi_K(d) < \mu \} \]

We have that \( r_1(K) \) coincides with the reach introduced by Federer [Federer 1959]. As \( \mu \) increases, \( r_\mu(K) \) decreases and \( \lim_{\mu \to 0} r_\mu(K) \leq \text{wfs}(K) \). The inequality can be strict: for instance, if \( K \) is the union of two tangent disks, then the \( \mu \)-reach of \( K \) is 0 for all \( \mu > 0 \), whereas \( \text{wfs}(K) = +\infty \). However, if the limit is positive, then equality holds. In any case, we have that \( \lim_{\mu \to 0} (\lim_{\mu \to 0} r_\mu(K^\mu)) = \text{wfs}(K) \).

**Definition 2.4 (\( \mu \)-reach)** The \( \mu \)-reach \( r_\mu(K) \) of a compact set \( K \subset \mathbb{R}^n \) is defined by:

\[ r_\mu(K) = \inf \{ d \mid \chi_K(d) < \mu \} \]

We prove that this later distance can be bounded using the \( \mu \)-reach of \( K \).

**Lemma 3.1** Let \( K \) be a compact set and let \( \mu > 0 \), \( r > 0 \) be such that \( r < r_\mu(K) \). For any \( x \in \partial K \), one has

\[ d(x, \partial K_r) \leq \frac{r - R_K(x)}{\mu} \leq \frac{r}{\mu} \]

**Proof.** Let \( t \to \phi(t, x) \) be the trajectory of \( \nabla_K \phi \) issued from \( x \). The lemma follows from the equation (2). Denoting

\[ s(t) = \int_0^t \| \nabla_K \phi(\sigma, x) \| d\sigma \]

the arc length on the trajectory and \( s \to t(s) \) its inverse, one has

\[ R_K(\phi(t(x), x)) = R_K(x) + \int_0^s \| \nabla_K \phi(\tau, x) \| d\sigma \]

Note that since \( r < r_\mu(K) < \text{wfs}(K) \), the trajectory of \( \nabla_K \phi \) issued from \( x \) has to intersect \( \partial K_r \) at some point \( \phi(t_0, x) \) and the distance from \( x \) to \( \partial K_r \) is bounded by the length of the part of the trajectory between 0 and \( t_0 \). The length of this part is \( s_0 = s(t_0) \). Since \( R_K(\phi(s(t_0), x)) = r \), and using that \( \| \nabla_K \phi \| \) is greater than \( \mu \) in \( K_r \), one has

\[ R_K(x) + s_0 \mu \]

which implies that

\[ d(x, \partial K_r) \leq s_0 \leq \frac{r - R_K(x)}{\mu} \leq \frac{r}{\mu} \]

**Theorem 3.2 (Offset distance theorem)** Let \( K \) be a compact set and let \( \mu > 0 \), \( r > 0 \) be such that \( r < r_\mu(K) \). Then \( \partial K \) is at distance less than \( \frac{r}{\mu} \) of the boundary \( \partial K_r \) of \( K_r \). More generally,

\[ d_H(\partial K, \partial K_r) < \frac{r}{\mu} \]

Note that the example of figure 5 proves that the upper bound \( \frac{r}{\mu} \) is tight.

**Proof.** One just has to prove that for any \( x \in \partial K \), there exists a point of \( \partial K_r \) at distance no greater than \( r/\mu \). Since \( x \in \partial K \), there exists a sequence of points \( x_n \in K_r \setminus K \) that converges to \( x \). Applying previous lemma, one immediately deduces that

\[ d(x, \partial K_r) = \lim_{n \to \infty} d(x_n, \partial K_r) \leq \frac{r}{\mu} \]

**4 Complements of offsets**

Let \( K \subset \mathbb{R}^n \) be a compact set. For any \( \mu \in (0, 1] \) denote by \( r_\mu \) the \( \mu \)-reach of \( K \). In this section we study the critical function of the complements of the \( r \)-offsets \( K_r \). It turns out that for \( r < r_\mu \) it can be bounded from below by a function depending on \( \mu \). Precisely, the complement of \( K_r \) has positive reach bounded from below by \( \mu r \).

**4.1 The critical function of offsets complements**

We prove that the complement \( K_r^c \) of the offset \( K_r \) has positive reach for any value \( 0 < r < r_\mu \). Moreover, one gives a lower bound for the critical function of \( K_r^c \).

**Theorem 4.1** For \( r \in (0, r_\mu) \), one has

\[ \text{reach}(\partial K_r^c) \geq \mu r \]  \hspace{1cm} (5)

Moreover for any \( d \in (\mu r, r) \),

\[ \chi_{r_0}(d) \geq \frac{2 \mu r - d(1 + \mu^2)}{(1 - \mu^2)} \]  \hspace{1cm} (6)

Note that the positivity of the reach of \( K_r^c \) can be deduced from a result of J. Fu ([Fu 1995], corollary 3.4) but without lower bound. It has also been proved for polyhedrons, still without lower bound, in an unpublished work by T. Ozawa ([Ozawa ]).

A key argument in the proof of the theorem is the following elementary lemma.

**Lemma 4.2** Let \( x \in \mathbb{R}^n \). Then

\[ k_x(y) = \| y - x \|^2 - R_K^r(y) \]

is a convex function.
Let \( d \) of the hyperplane passing through \( y \) on the segment \( \Gamma \) (see figure 6). It follows that any smallest ball containing \( \Gamma \) is contained in the convex hull of \( \Gamma \) and any other \( \mu \)-ball has smaller radius than the one with center \( y \). Moreover, as an upper bound \( \mu \) of trajectory between \( y \) and \( \tilde{y} \). One has

\[
\tilde{l} \geq d(y, S(x, d)) = d(1 - \cos \theta)
\]

Since \( R_K \) is strictly increasing along the trajectory \( t \rightarrow \mathcal{C}(t, y) \) and \( R_K(y) > 0 \) (inequation (7)), the part of trajectory between \( y \) and \( \tilde{y} \) is contained in \( R_K^{-1}(0, r] \). So \( \| \nabla K \| \) is at least \( \mu \) along this part of trajectory which implies, in the same way as in the proof of lemma 3.1, \( R_K(y) \geq R_K(x) + \mu \). Using that \( R_K(y) \leq \mu \) one immediately obtains that

\[
R_K(y)^2 \leq (r - \mu d(1 - \cos \theta))^2 \tag{8}
\]

Combining inequations (7) and (8), and the fact that \( l = d \sin \theta \), one obtains

\[
d^2(\mu^2(1 - \cos \theta)^2 + \sin^2 \theta - 2\mu(1 - \cos \theta)d \geq 0
\]

When \( \theta > 0 \), using that \( d > 0 \) and \( \sin^2 \theta = (1 - \cos \theta)/(1 + \cos \theta) \), this boils down to

\[
d^2 \geq \frac{2}{1 + \mu^2 + (1 - \mu^2)\cos \theta} \mu r \geq \mu r
\]

So if \( d < \mu r \) then \( \theta = 0 \) and \( \Gamma \) is reduced to a single point. This implies inequation (5). Now, if \( d > \mu r \), the previous inequation is equivalent to

\[
\cos \theta \geq \frac{2\mu r - d(1 + \mu^2)}{d(1 - \mu^2)}
\]

which implies the inequation (6) since \( \cos \theta = \| \nabla K(x) \| \).  

Using that the map \( x \rightarrow \| \nabla K(x) \| \) is semi-continuous, one can extend the theorem 4.1 to compact sets with positive \( \mu \). If \( K \) is a compact set such that \( \text{wfs}(K) > 0 \), it may happen that \( r_K(K) = 0 \) for any \( \mu \in (0, 1) \) (see figure 8). Nevertheless, since \( \| \nabla K \| \neq 0 \) in the open set \( R_K^{-1}(0, \text{wfs}(K)) \), it follows from the lower semi-continuity of \( \| \nabla K \| \) that for any \( 0 < \varepsilon < \frac{\text{wfs}(K)}{2} \), \( \| \nabla K \| \) reaches its upper lower bound \( \mu \) on the compact set \( R_K^{-1}([\varepsilon, \text{wfs}(K) - \varepsilon]) \), which is strictly positive. As a consequence, one has \( \mu > 0 \) such that \( r_K(K) \geq \text{wfs}(K) - 2\varepsilon > 0 \). Applying theorem 4.1 to \( K \) leads to the following result.

**Proof:** Let \( d \) be the trajectory of \( \nabla K \) issued from \( y \) and let denote by \( \tilde{y} \) the first intersection point of this trajectory with \( S(x, d) \). Let denote by \( l \) the length of the trajectory \( t \rightarrow \mathcal{C}(t, y) \) between \( y \) and \( \tilde{y} \). One has

\[
\tilde{l} \geq d(y, S(x, d)) = d(1 - \cos \theta)
\]

First note that \( y \) is contained in the convex hull of \( \Gamma \). Otherwise, if \( y' \neq y \) is the nearest point of \( y \) on \( \text{ch}(\Gamma) \) then \( \Gamma \) is on one side of the hyperplane passing through \( y' \) and orthogonal to \( y' - y \) (see figure 6). It follows that any smallest ball containing \( \Gamma \) with center \( y \) on the segment \( [y, y'] \) has smaller radius than the one with center \( y \): a contradiction.

As a consequence, there exists a finite set of points \( y_1, \ldots, y_p \in \Gamma \) such that \( y = \lambda_1 y_1 + \cdots + \lambda_p y_p \) with \( \lambda_1 + \cdots + \lambda_p = 1 \) and \( \lambda_i > 0 \) for any \( i = 1 \ldots p \).

Let \( d = d(x, K^c) > 0 \) and let \( \theta \) be the angle between \( y - x \) and any vector joining \( x \) to a point of the intersection of the two spheres \( S(x, d) \) and \( S(y, l) \) (see figure 7). Applying lemma 4.2, one obtains

\[
k_i(y) = d^2 - l^2 - R_K(y)^2 \leq \sum_{i=1}^{p} \lambda_i k_i(y_i)
\]

\[
= \sum_{i=1}^{p} \lambda_i (d^2 - r^2)
\]

\[
= d^2 - r^2
\]

It follows that

\[
R_K(y)^2 \geq r^2 - l^2 > 0 \tag{7}
\]

Note that the second inequality follows from the fact that \( r > d \geq l \) since we only consider values \( d < r \) in the statement of the theorem.
Let $K$ be a compact set such that $\text{wfs}(K) > 0$. Let $0 < \varepsilon < \text{wfs}(K)$ and $\mu > 0$ such that $r_{\mu}(K_{\mu}) \neq 0$. For $r \in (0, r_{\mu}(K_{\mu}))$ and $d \in (\mu r, r)$ one has

$$\text{reach}(K_{r_{\mu}}) \geq \mu r \quad \text{and} \quad \chi_{K_{r_{\mu}}}(d) \geq \frac{2\mu r - d(1 + \mu^2)}{d(1 - \mu^2)} \quad (9)$$

In particular, the complement of any $r$-offset of $K$, $0 < r < \text{wfs}(K)$, has positive reach.

### 4.2 Tightness of the bound

We provide two examples to illustrate the fact that the lower bound for the reach given in theorem 4.1 is tight.

**Example of Figure 9:** Let $\alpha \in (0, \pi/2)$ and let $P = (0, \cos \alpha, \sin \alpha) \in \mathbb{R}^3$ and $Q = (0, \cos \alpha, -\sin \alpha) \in \mathbb{R}^3$. Consider the compact set $K \subset \mathbb{R}^3$ defined as the union of the two segments joining the origin $O = (0,0,0)$ to $P$ and $Q$ respectively (see figure 9). An easy computation shows that $r_{\mu} = 0$ for $\mu > \sin \alpha$ and $r_{\mu} = +\infty$ for $\mu \leq \sin \alpha$. For any $0 < r < \tan \alpha$ the boundary of $K_{r}$ intersects the plane $\{z = 0\}$ along a piece of ellipse in a neighborhood of the point $P_{\alpha} = (0, \sin \alpha, 0)$ (see figure 9). Moreover the radius of curvature of this ellipse at $P_{\alpha}$ is equal to $r \sin \alpha$. It follows that the reach of $K_{r}$ is at most $r \sin \alpha$ for $\mu = \sin \alpha$.

**Example of Figure 10:** Let $\alpha \in (0, \pi/2)$, $d > 0$, $P_1 = (d, 0, \frac{d}{\tan \alpha})$, $P_2 = (-d, 0, \frac{d}{\tan \alpha})$, $I_1 = (d, 0, 0)$ and $I_2 = (-d, 0, 0)$. Let $C_1$ be the cone of axis $(P_1I_1)$, with vertex $P_1$ and angle $\alpha$. Let $K$ be the compact set defined as (see top of figure 10) the union of the rectangular box whose top face is in the plane $z = 0$, together with the two cones delimited by $C_1$, $C_2$ and the plane $z = 0$. An easy computation shows that $r_{\mu} = 0$ for $\mu > \sin \alpha$ and $r_{\mu} = +\infty$ for $\mu \leq \sin \alpha$.

![Figure 8](image-url)  
Figure 8: The union of two tangent discs in the plane has a positive wfs and zero $\mu$-reach for any $\mu \in (0,1)$: if $p$ is the intersection point of the two discs, then $\nabla_{K}(x)$ tends to 0 as $x \in K^*$ tends to $p$.

![Figure 9](image-url)  
Figure 9: Tightness of the bound.

![Figure 10](image-url)  
Figure 10: Tightness of the bound: in the first image, we can visualize a compact $K$ (here we take $\mu = \sin \alpha$); the offset $K_{r}$ in the second image and its complement $K_{r}^{\mu}$ in the third one (where $r = \frac{d}{\mu}$); In the last image, we visualize the set of points that are at a distance less than $\mu r$ from $K_{r}^{\mu}$, where $\mu = \sin \alpha$. 

![Image](image-url)
The two cones $C_1$ and $C_2$ intersect along a curve $C$ in the plane $y = 0$. If $r \leq \frac{d}{\cos \alpha}$, then the $r$-offsets of $C_1$ and $C_2$ intersect in the plane $y = 0$ along a curve that is a translation of the curve $C$. Let $Q = (0, 0, 0)$. By Meusnier’s theorem, the radius of curvature of $C$ at $P$ is given by $d \tan \alpha$. Therefore we have

$$\text{reach}(K^r) = \min(r, d \tan \alpha).$$

If we now take $r = \frac{d}{\cos \alpha}$, one has that $\text{reach}(K^r) = d \tan \alpha = \sin \alpha = r, \mu r$, for $\mu = \sin \alpha$.

## 5 Double offsets

Let $K \subset \mathbb{R}^n$ be a compact set. For $0 < d < r$, the $(r, d)$-double offset $K_{r,d}$ of $K$ is the set of points that are at distance $d$ of $K^r$:

$$K_{r,d} = \{ x \in \mathbb{R}^n : d(x, K^r) = d \}.$$

### 5.1 Smoothness of double offsets

Using a result of Federer ([Federer 1959], theorem 4.8) stating that the distance function to a closed set $A$ with positive reach $r_1$ is differentiable with non-zero Lipschitz gradient on the complement of the closure of the medial axis of $A$, one obtains the following result.

**Theorem 5.1 (Double offset theorem)** If $r < r_\mu$ for some value $\mu > 0$ and if $d < \mu r$ then $K_{r,d}$ is a smooth $\mathcal{C}^{1,1}$ hypersurface. Moreover, $\text{reach}(K_{r,d}) \geq \min(d, \mu r - d)$ which implies that the smallest of the principal radii of curvature at any point of $K_{r,d}$ is at least $\min(d, \mu r - d)$.

**Proof.** Let $R_r := R_{K^r}$ be the distance function to $K^r$. Federer’s result ([Federer 1959], theorem 4.8) implies that $R_r$ is a $\mathcal{C}^{1,1}$ function without critical point (in the sense of classical differential calculus) in the open set $R_{K^r}^{-1}(0, \mu r)$). Since $K_{r,d}$ is a level set of $R_r$ contained in this open set, the first part of the theorem follows immediately from the implicit function theorem. The second part is an immediate consequence of inequation (5).

### 5.2 Distance to double offset

As in the case of offsets, one gives an upper bound on the Hausdorff distance between $K_{r,d}$ and $\partial K$.

**Proposition 5.1** If $r < r_\mu$ for some value $\mu > 0$ and if $d < \mu r$ then $d_H(K_{r,d}, \partial K) \leq \frac{r}{\mu} - d$.

**Proof.** Let $x \in K_{r,d}$ and let $t \rightarrow \mathcal{C}(t, x)$ be the trajectory of $\nabla K$ issued from $x$. Since $\| \nabla K \|$ is at least $\mu > 0$ in $K$, this trajectory intersects $R_{K^r}^{-1}(r)$ the boundary of $K^r$ in some point $t'$. Since $x$ is at distance $d$ from $R_{K^r}^{-1}(r)$, the length $l$ of the trajectory between $x$ and $t'$ is at least $d$. So, using equation (2) one obtains

$$r = R_K(x') = R_K(x) + \int_0^l \| \nabla K(\mathcal{C}(t, x)) \| \, ds \geq R_K(x) + \int_0^l d \| \nabla K(\mathcal{C}(t, x)) \| \, ds \geq R_K(x) + \mu d$$

It follows that $K_{r,d} \subset K_{r-\mu d}$. Now, the offset distance theorem 3.2 applied to $K_{r-\mu d}$ gives the result.

The bound of previous proposition is tight: consider the example of section 4.2, for $\mu = \sin \alpha$. The point $m = (0, \frac{\mu - \mu r}{\mu r} d, 0)$ is on $K_{r,d}$ and is at Hausdorff distance $(\frac{\mu - \mu r}{\mu r} d \cos \alpha$ from $K$. But the difference between this distance and the bound of the proposition is $|\frac{\mu - \mu r}{\mu r} d - \cos \alpha|$. This difference can be made as small as one wants by choosing $\alpha$ as small as necessary (note that $\mu$ also changes with the choice of $\alpha$).

## 5.3 Topology of double offsets

In this section we prove that smoothing offsets by double-offset does not change the topology. More precisely, we prove that boundaries of offsets and double-offsets are isotopic. We also give a stronger result in dimension 3 that relates the topology of a topological surface $S$ to the topology of its offsets.

Let $K$ be a compact set and let $\mu > 0$ be such that $r_{K_{\mu}} > 0$. First recall from lemma 2.1 that for any values $r, r' < \text{wfs}(K), \partial K_r$ and $\partial K_{r'}$ are isotopic hypersurfaces.

**Theorem 5.2 (Offsets isotopy theorem)** For $r < r_\mu$ and $0 < d < \mu r$, $\partial K_r$ and $K_{r,d}$ are isotopic hypersurfaces.

**Proof.** Let $r$ and $d$ be as in the theorem. Since $K_{r,d}$ is a smooth hypersurface, for each point $x \in K_{r,d}$ one denotes by $n_x$ the unit vector normal to $K_{r,d}$ at $x$ that points in the direction of $\Pi(x)$ the nearest point on $x$ on $\partial K$ (see figure 11). Remark that $\Pi(x)$ is the first point of intersection of the half-line issued from $x$ and directed by $n_x$ and that $d(x, \Pi(x)) = d$. Moreover, since $K_{r,d}$ is smooth, the projection $p$ to $K_{r,d}$ along the normals of $K_{r,d}$ is continuous and well-defined on the “band”

$$B = \bigcup_{x \in K_{r,d}} [x, \Pi(x)].$$

where $[x, \Pi(x)]$ is the line segment between $x$ and $\Pi(x)$ containing its boundary $x$ but not $\Pi(x)$.

It follows from the proof of proposition 5.1 that $R_K(x) \leq r - \mu d$ for any $x \in K_{r,d}$. As a consequence, for $r' = r - \mu d, \partial K_{r'} \subset B$. and the restriction $p'$ of $p$ to $\partial K_{r'}$ is a continuous map. Moreover, since for any $x \in K_{r,d}, R_K(x) \leq r - \mu d$ and $R_K(\Pi(x)) = r$ the map $p'$ is surjective. The injectivity of $p'$ follows from the following lemma.

**Lemma 5.3** Let $x \in K_{r,d}$. The restriction of $R_K$ to $[x, \Pi(x)]$ is strictly increasing. In particular, the segment $[x, \Pi(x)]$ intersects $\partial K_{r'}$ in exactly one point.

**Proof.** Let $y \in [x, \Pi(x)]$ and let $d' = d(y, \Pi(x)) = d(y, \partial K_{r'})$. Remark that $y \in K_{r,d'}$ and thus $R_K(y) \leq r - \mu d'$ as in the proof of
proposition 5.1. Using that \( \mathbb{B}(\Pi(x), r) \cap K = \emptyset \), one deduces that \( \Gamma_K(y) \subset S(x, r - \mu d') \setminus \mathbb{B}(\Pi(x), r) \). Let \( P \) be the hyperplane passing through \( y \) and orthogonal to \( (x, \Pi(x)) \) (see figure 12). \( \Gamma_K(y) \) is contained in the half-space defined by \( P \) if and only if

\[
(r - \mu d')^2 < r^2 - d'^2
\]

that is equivalent to

\[
d' < \frac{2\mu}{\mu^2 + 1} r
\]

Since \( d' \leq d \leq \mu r \), this last inequality is satisfied. It then follows from the upper semi-continuity of the map \( x \mapsto \Gamma_K(x) \) that there exists \( \delta, \alpha > 0 \) such that for any \( t \in (-\delta; +\delta) \), \( R_K(y + tn) \geq R_K(y) + \alpha t \). This last inequality proves the lemma.

The previous lemma immediately implies that the projection \( p' \) is injective and thus bijective. Since it is a continuous bijection between compact sets, this is an homeomorphism between \( \partial K_r \) and \( K_{\delta d} \). If one denotes by \( \varphi : K_{\delta d} \to \partial K_r \) its inverse, the map \( F : K_{\delta d} \times [0,1] \to \mathbb{R}^d \) defined by \( F(x, t) = x + t(\varphi(x) - x) \) defines an isotopy between \( \partial K_r \) and \( K_{\delta d} \).

The 3-dimensional case. We now address the particular case of surfaces embedded in \( \mathbb{R}^3 \). Recall that a topological surface \( S \) embedded in \( \mathbb{R}^3 \) is bicharacteristic if there exists a neighborhood \( M \) of \( S \) that is a topological thickening of \( S \), i.e. there exists a homeomorphism \( \Phi : S \times [0,1] \to M \) satisfying \( \Phi(S \times \{1/2\}) = S \subset M \). Notice that such a topological thickening has two boundary components \( \Phi(S \times \{0\}) \) and \( \Phi(S \times \{1\}) \). Moreover, most of the compact surfaces encountered in practical applications are bicharacteristic: for example, smooth surfaces, polyhedral surfaces, piecewise analytic surfaces, are bicharacteristic.

**Theorem 5.4** Let \( S \subset \mathbb{R}^3 \) be a bicharacteristic surface such that \( \text{wfs}(S) > 0 \). Then for any \( r < \text{wfs}(S) \), \( S \) is isotopic to one of the components of \( \partial S_r \).

This theorem combined with the previous one implies that a compact bicharacteristic surface in \( \mathbb{R}^3 \) with positive wfs is isotopic to its \( (r,d) \)-double-offsets for \( r < r_0 \) and \( d < \mu r \). The proof of theorem 5.4 is based upon rather different techniques than the ones used in this paper. It is a consequence of the following result.

**Theorem 5.5** ([Chazal and Cohen-Steiner 2004]) Let \( S \) and \( \bar{S} \) be two compact topological surfaces embedded in \( \mathbb{R}^3 \) such that

1. \( \bar{S} \) is included in a topological thickening \( M \) of \( S \).
2. \( S \) is included in a topological thickening \( \bar{M} \) of \( \bar{S} \).
3. \( S \) separates the sides of \( \bar{M} \).

Then \( S \) and \( \bar{S} \) are isotopic in \( M \) and in \( \bar{M} \).

**Proof.** Let \( M \) be a topological thickening of \( K \) and let \( \Phi : S \times [0,1] \to M \) be the corresponding homeomorphism. The surface \( S_\delta = \Phi(S \times \{\delta\}) \) is isotopic to \( S \). For any values \( 0 < r_1 < r < r_2 < \text{wfs}(S) \), the “band” \( B(r_1, r_2) = R_K^{\delta}(\{r_1, r_2\}) \) is a a topological thickening of \( \partial K_r \). If one chooses \( r_1 \) and \( \delta \) sufficiently small, \( S_\delta \) is contained in \( B(r_1, r_2) \) and separates its sides. If one chooses \( r_2 \) sufficiently small, \( \partial K_r \) is contained in \( M \) and separates its sides. It suffices to apply theorem 5.5 to conclude the proof.

6 Conclusion

We have given, for the first time, a tight condition for the smoothness of double offsets. Our condition relies on the notion of critical functions or \( \mu \)-reach which are robust and can be estimated from Hausdorff approximations such as finite point samples.

A natural extension of this work would be to consider “offsets with variable radius”, because the simplification of realistic objects may require to adapt the offset distance to local object geometry and thus replace the uniform notion of \( \mu \)-reach by a local function.

Another natural issue is the question of tightness in dimension 2. We believe that, in the conditions of theorem 4.1 but when the dimension of the ambient space is 2, one has merely \( \text{reach}(S_r^1) \geq r \) instead of \( \text{reach}(S_r^2) \geq \mu r \).
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