Abstract—In this paper, based on a notion of network clustering, we propose a state aggregation method for positive systems evolving over directed networks, which we call positive networks. In the proposed method, we construct a set of clusters (i.e., disjoint sets of state variables) according to a kind of local uncontrollability of systems. This method preserves interconnection topology among clusters as well as stability and some particular properties, such as system positivity and steady-state characteristic (steady-state distribution). In addition, we derive an $H_2$-error bound of the state discrepancy caused by the aggregation. The efficiency of the proposed method is shown through the reduction of a chemical master equation representing the time evolution of the Michaelis-Menten chemical reaction system.

I. INTRODUCTION

Dynamical systems evolving on large-scale networks, whose behaviors are determined by the interaction of a number of subsystems, have been widely studied over the past decades. Examples of the network systems include social networks, biology networks, spread of infection; see [1] for an overview. For such systems, it is crucial to address a network structure preserving model reduction problem. This structured reduction enables us to analyze coarse properties of the given large-scale networks such as averaged behavior.

As one of possible approaches, singular perturbation-based state aggregation techniques have been studied in, e.g., [2], [3]. However, this kind of approach does not explicitly take into account the effect of external inputs. Furthermore, many kinds of structure-preserving model reduction methods have been considered in literature. For example, the papers [4], [5] address a model reduction problem while preserving some underlying structure of systems such as the Lagrangian structure and the second-order structure. However, these problems are not formulated based on the premise of the network structure. In addition, even though the paper [6] has proposed a network structure preserving reduction for network systems, a priori knowledge on partitioning (clustering) of the subsystems is required. Moreover, the relation between partitioning and the reduction error is not discussed.

In contrast to these existing approaches, this paper proposes a state aggregation method for positive systems evolving on directed networks, which we call positive networks, based on a notion of network clustering. In this method, we construct a set of clusters (i.e., disjoint subsets of state variables) according to local uncontrollability of systems. The aggregation of the constructed clusters under suitable weights provides a reduced model that preserves interconnection topology among clusters as well as stability and some particular properties, such as system positivity and steady-state characteristic. In addition, we derive an $H_2$-error bound of the state discrepancy caused by the aggregation. The method proposed in this paper coincides with a generalization of our state aggregation approach proposed in [8], where systems evolving on undirected networks are considered and the resultant aggregation error is evaluated in terms of the $H_{\infty}$-norm.

Furthermore, this paper also provides an application to the reduction of chemical master equations (CMEs), which describe the time evolution of chemical reactions by a set of linear ordinary differential equations. The CME expression of chemical reactions belongs to a class of continuous-time Markovian processes, where each state variable represents the realization probability of a molecule distribution. The state transition diagram can be regarded as a positive network on a multidimensional lattice (see Section IV for the details). The proposed method provides a reduced model that preserves specific properties of the CMEs such as system positivity and steady-state distribution.

This paper is organized as follows: In Section II, we describe a positive system evolving on directed networks, called positive networks, and formulate a clustering-based state aggregation problem for this class of systems. In Section III, using a projected controllability gramian of positive networks, we devise a state aggregation method where we construct clusters redundant in a suitable sense. In addition, we provide an algorithm to construct the redundant clusters. Section IV shows the efficiency of the proposed method by applying it to the reduction of chemical master equations, which belong to a class of the positive networks. Finally, Section V concludes this paper.

NOTATION The following notation is to be used: $\mathbb{R}$: the set of real numbers, $\mathbb{R}_+$: the set of non-negative real numbers, $\mathbb{N}$: the set of natural numbers, $I_n$:
the unit matrix of the size $n \times n$, $e^n_0$; the $i$th column vector of $I_n$, $\text{span}(M)$: the range space spanned by the column vectors of a matrix $M$, $\|M\|_F$: the Frobenius norm of $M$, i.e., $\sqrt{\text{tr}(MM^T)}$, $\|M\|$: the induced 2-norm of a matrix $M$, i.e., the maximum singular value of $M$, $\text{diag}(v)$: the diagonal matrix whose diagonal entries are the entries of a vector $v$, $\text{Diag}(M_1, \ldots, M_n)$, the block diagonal matrix whose diagonal blocks are composed of matrices $M_1, \ldots, M_n$.

For a set of natural numbers $\mathcal{I}$, the cardinality of $\mathcal{I}$ is denoted by $|\mathcal{I}|$. Furthermore, $e^n_\mathcal{I} \in \mathbb{R}^{n \times |\mathcal{I}|}$ denotes the matrix whose column vectors are composed of $e^n_i$ for each $i \in \mathcal{I}$, i.e., $e^n_\mathcal{I} = [e^n_{i_1}, \ldots, e^n_{i_m}] \in \mathbb{R}^{n \times m}$ for $\mathcal{I} = \{i_1, \ldots, i_m\}$.

A matrix $M$ (respectively, a transfer matrix $G$) is said to be marginally stable if its eigenvalues (poles) are all in the closed left-half plane, and all eigenvalues (poles) with zero real value are simple roots. In particular, $M$ (respectively, $G$) is said to be stable if they are in the open left-half plane. Furthermore, $M$ is said to be reducible if it can be placed into block upper-triangular form by simultaneous row and column permutations. Conversely, $M$ is said to be irreducible if it is not reducible. Finally, the $\mathcal{H}_2$ and $\mathcal{H}_\infty$-norm of a stable transfer matrix $G$ are denoted by $\|G(s)\|_{\mathcal{H}_2} := \left(\int_{-\infty}^{\infty} \|G(j\omega)\|_{\mathcal{L}_2}^2 \, d\omega\right)^{1/2}$ and $\|G(s)\|_{\mathcal{H}_\infty} := \sup_{\omega \in \mathbb{R}} \|G(j\omega)\|$, respectively.

II. Problem Formulation

In this paper, we deal with the following positive linear systems evolving on directed networks:

**Definition 1:** Define

$$\mathcal{M}_n := \{M = \{m_{i,j}\} \in \mathbb{R}^{n \times n} : m_{i,j} \geq 0, \forall i \neq j, \text{irreducible, marginally stable}\}. \tag{1}$$

A linear system

$$\dot{x} = Ax + bu \tag{2}$$

is said to be positive network $(A, b)$ if $A \in \mathcal{M}_n$ and $b \in \mathbb{R}_+^n$.

In this paper, for simplicity of discussion, we only deal with single-input systems, even though the generalization to multi-input systems is available. Furthermore, the assumption of the reducibility in (1) can be relaxed under a suitable situation (see Section III-D below for the details).

This class of systems includes, e.g., spatially-discrete reaction-diffusion systems, electric circuit systems and continuous time Markovian processes. The state trajectory of these systems does not escape from the non-negative orthant, i.e., $\mathbb{R}_{++}^n$, under any non-negative input signals and initial conditions. Systems having such a non-negative property, called positive systems, often appear in ecology, industrial engineering and socio-economics [9], [10]. For $A = \{a_{i,j}\}$ and $b = \{b_i\}$, Fig. 1 depicts the interconnection topology of states (network structure) of positive networks.

In matrix theory, the largest real part eigenvalue of the Metzler matrices is called the Frobenius eigenvalue, and the associated eigenvector is called the Frobenius eigenvector, whose entries are all non-negative [9], [10]. In what follows, $\lambda_F(M)$ denotes the Frobenius eigenvalue of $M \in \mathcal{M}_n$. Furthermore, $v_1(M) \in \mathbb{R}_{++}^{n \times n}$ and $v_r(M) \in \mathbb{R}_+^n$ denote the left and right Frobenius eigenvectors such that $\|v_1(M)\| = \|v_r(M)\| = 1$. First, we state the following lemma that sums up the properties of $A \in \mathcal{M}_n$:

**Lemma 1:** Any $A \in \mathcal{M}_n$ is equipped with the following properties:

- the Frobenius eigenvalue $\lambda_F(A)$ is simple and real
- the entries of both left and right Frobenius eigenvectors are all positive, i.e., $v_1^T(A), v_r(A) \in \mathbb{R}_+^n$
- $A$ has no eigenvalue on the imaginary axis except the origin.

This lemma ensures that if $A \in \mathcal{M}_n$ has the zero-eigenvalue $\lambda_F(A) = 0$, its left and right eigenspaces are necessarily one-dimensional. Furthermore, define

$$\mathcal{M}_n^+ := \{M \in \mathcal{M}_n : v_r(M) = v_1^T(M)\}.$$

The following diagonal transformation is to be useful for system analyses:

**Lemma 2:** Given $A \in \mathcal{M}_n$, define

$$D := \left[\text{diag}^{-1}(v_1(A)) \text{diag}(v_1^T(A))\right]^{1/2}. \tag{3}$$

Then, $DAD^{-1} \in \mathcal{M}_n^+$ holds.

This lemma guarantees that any $A \in \mathcal{M}_n$ is diagonally similar to $DAD^{-1} \in \mathcal{M}_n^+$, Note that $DAD^{-1}$ has a same network topology (Boolean structure) as that of $A$. The match of the left and right Frobenius eigenvectors of $A \in \mathcal{M}_n^+$ works important roles in the following arguments. Based on this lemma, we, as necessary, assume $A \in \mathcal{M}_n$ without loss of generality. Next, in order to formulate a clustering-based state aggregation problem, we give the following definition:

**Definition 2:** Let $(A, b)$ be a positive network. The family of an index set $\{\mathcal{I}_l\}_{l \in L}$ for $L := \{1, \ldots, L\}$ is called a cluster set (its element is referred to as a cluster) if each element $\mathcal{I}_l$ is a disjoint subset of $\{1, \ldots, n\}$ and it satisfies $\bigcup_{l \in L} \mathcal{I}_l = \{1, \ldots, n\}$. Furthermore, an aggregation matrix compatible with $\mathcal{I}_l$ is defined by

$$\mathcal{P} := \text{Diag}(p_{1\mathcal{I}_1}, \ldots, p_{L\mathcal{I}_L}) \in \mathbb{R}^{L \times n} \tag{4}$$

with $p_{l\mathcal{I}_l} \in \mathbb{R}^{1 \times |\mathcal{I}_l|}$ such that $\|p_{l\mathcal{I}_l}\| = 1$, and the permutation matrix $\Pi := [e^n_{\mathcal{I}_1}, \ldots, e^n_{\mathcal{I}_L}] \in \mathbb{R}^{n \times n}$ for $e^n_{\mathcal{I}_l} \in \mathbb{R}^{n \times |\mathcal{I}_l|}$. Then, the aggregated model of $(A, b)$ associated with $\mathcal{P}$ is given by $(\mathcal{P}A\mathcal{P}^T, \mathcal{P}b)$.

The aggregation matrix $\mathcal{P}$ clearly satisfies $\mathcal{P}\mathcal{P}^T = I_L$. This clustering-based state aggregation represents the aggregation
of the original state $x_{[l]} \in \mathbb{R}^{|I_{[l]}|}$ into the aggregated states $\bar{x}_{[l]} \in \mathbb{R}$ under the aggregation weight of $p_{[l]} \in \mathbb{R}^{1 \times |I_{[l]}|}$; see Fig. 2. Let us consider recovering $x_{[l]} \in \mathbb{R}^{|I_{[l]}|}$ from the aggregated states by $p_{[l]}^T x_{[l]} = (p_{[l]}^T p_{[l]} x_{[l]} \in \mathbb{R}^{|I_{[l]}|}$. According to this embedding, the transfer functions of the positive network and the aggregated model are defined by
\[
g(s) = (sI_n - A)^{-1}b,
\]
\[
\hat{g}(s) = P^T (sI_L - PAP^T)^{-1}Pb,
\]
respectively. In this notation, the state aggregation problem to be considered is formulated as follows:

**Problem 1:** Let $(A, b)$ be a positive network. Given a constant $\epsilon \in \mathbb{R}_+$, find an aggregation matrix $P$ in (4) such that the aggregated model $(PAP^T, Pb)$ is a positive network and satisfies $\|g(s) - \hat{g}(s)\|_{\infty} \leq \epsilon$.

### III. MAIN RESULTS

#### A. Exact Aggregation

In what follows, we only consider the case of $\lambda_F(A) = 0$ because the results derived here is almost straightforwardly applied to stable positive networks. In this situation, we are required to take care of the stability of the error system $g - \hat{g}$ in Problem 1. To ensure the stability of the error system, we provide the following form of the aggregation weight:

**Lemma 3:** Given a positive network $(A, b)$, assume $A \in \mathcal{M}_1^n$. For any cluster set $\{I_{[l]}\}_{l \in \mathbb{L}}$, if
\[
p_{[l]} := \frac{v_l(A) e_{[l]}^T}{|v_l(A) e_{[l]}^T|} \in \mathbb{R}_+^{1 \times |I_{[l]}|},
\]
then the error system $g - \hat{g}$ associated with $P$ in (4) is stable.

**Proof:** Consider a matrix $q_{[l]} \in \mathbb{R}^{(|I_{[l]}|-1) \times |I_{[l]}|}$ such that $[p_{[l]} q_{[l]}]^T \in \mathbb{R}^{|I_{[l]}| \times |I_{[l]}|}$ is unitary. Define $Q$ by replacing $p_{[l]}$ in (4) with $q_{[l]}$ for each $l \in \mathbb{L}$, where we allow empty $q_{[l]}$ if $|I_{[l]}| = 1$. Considering the coordinate transformation of the error system by the unitary matrix $[P^T, Q^T]^T \in \mathbb{R}^{n \times n}$, we have
\[
g(s) - \hat{g}(s) = \Xi(s) Q^T Qg(s)
\]
where $\Xi(s) := P^T (sI_L - PAP^T)^{-1}PA + I_n$. To prove the claim, it suffices to show that $\Xi$ and $Qg$ are both stable, instead marginally stable.

First, note that the definition of $p_{[l]}$ in (6) guarantees $\text{span}(v_{[l]}^T(A)) \subset \text{span}(P^T)$. This provides
\[
v_l(A) P^T P = v_l(A), \quad P^T P v_r(A) = v_r(A),
\]
where the property of $A \in \mathcal{M}_1^n$ ensures the second equality. Using (8), we have $Qv_r(A) = QP^T P v_r(A) = 0$, which implies that the eigenspace of $(A, Q)$ associated with $\lambda_F(A) = 0$ is unobservable. Thus, all the poles of $Qg$ are in the open left-half plane.

Next, we prove the stability of $\Xi$. Since the positivity of $p_{[l]} \in \mathbb{R}_+^{1 \times |I_{[l]}|}$ holds for all $l \in \mathbb{L}$, the off-diagonal entries of $PAP^T$ are all non-negative. Furthermore, using (8), we have $\lambda_F(PAP^T) = 0$ and $v_l(PAP^T) = v_l(A) P^T$, which ensure the marginal stability of $PAP^T \in \mathcal{M}_L$. In addition, (8) provides $v_l(PAP^T) P A = v_l(A) A = 0$, which implies that the eigenspace of $(PAP^T, PA)$ is associated with $\lambda_F(PAP^T) = 0$ is uncontrollable. Hence, all the poles of $\Xi$ are as well in the open left-half plane.

**Lemma 4** provides a suitable aggregation weight $p_{[l]}$ to guarantee the stability of the error system. This is based on the fact that the eigenspace of $(A, b)$ associated with $\lambda_F(A) = 0$ is exactly preserved into that of $(PAP^T, Pb)$. Next, let us consider a simple situation under which a cluster is exactly redundant in the following sense:

**Definition 3:** Let $(A, b)$ be a positive network. A cluster $I_{[l]}$ is said to be redundant if there exists a scaler rational function $\hat{g}(s)$ such that
\[
(e_{[l]}^T)^T g(s) = p_{[l]}^T \hat{g}(s),
\]
where $p_{[l]}$ is defined in (6).

This redundancy represents the linear dependence of the transfer functions corresponding to $I_{[l]}$, namely the uncontrollability of the cluster state $x_{[l]} = (e_{[l]}^T)^T x$. In order to characterize (9) in an algebraic manner, we introduce a projected controllability gramian of $(A, b)$ as shown in the following lemma:

**Lemma 4:** Given a positive network $(A, b)$, let $W \in \mathbb{R}^{(n-1) \times n}$ such that $e_{[l]}^T (A, W)^T \in \mathbb{R}^{n \times n}$ is unitary. Define $\Phi_W := \int_0^{\infty} e^{AW} W b(e^{AW})^T W b dt$. Then, the positive semi-definite matrix
\[
\Phi := W^T \Phi_W W \in \mathbb{R}^{n \times n}
\]
is independent of the choice of $W$.

The positive semi-definite matrix $\Phi$ in (10) represents the controllability gramian of the stable state-space of $(A, b)$. The positive semi-definite matrix $\Phi$ algebraically characterizes the reducibility of clusters as follows:

**Theorem 1:** Given a positive network $(A, b)$, assume $A \in \mathcal{M}_1^n$. Define $\Phi \in \mathbb{R}^{n \times n}$ in (10). A cluster $I_{[l]}$ is redundant if and only if there exists a row vector $\phi_{[l]} \in \mathbb{R}^{1 \times n}$ such that
\[
(e_{[l]}^T)^T \Phi \phi_{[l]} = p_{[l]}^T \hat{\phi}_{[l]}
\]
where $p_{[l]}$ is defined in (6) and $\hat{\phi}_{[l]}$ denotes a Cholesky factor such that $\Phi = \hat{\phi}_{[l]} \hat{\phi}_{[l]}^T$. Furthermore, if all clusters are redundant, then the aggregated model $(PAP^T, Pb)$ associated with $P$ in (4) is a positive network and satisfies
\[
g(s) = \hat{g}(s).
\]
Proof: [proof of (11) ⇔ (9)] Note that (11) holds if and only if there exists \( q_l \in R^{|I_l| - 1} \times |I_l| \) such that \( [p^T_{I_l}, q^T_{I_l}]^T \) is unitary and \( q_l(e^T_{I_l})^T \Phi_2 \equiv 0 \) holds. Furthermore, it is also equivalent to
\[
q_l(e^T_{I_l})^T \Phi_2 q_l(e^T_{I_l})^T \Phi_2 = 0.
\]
Thus, we have
\[
\int_0^\infty q_l(e^T_{I_l})^Te^{AT}W^TWbWb^TWTe^{AT}q_l \, dt = 0
\]
⇔ \( q_l(e^T_{I_l})^T e^{AT}W^TWb = 0, \forall t \in [0, \infty) \)
⇔ \( q_l(e^T_{I_l})^T (sI_n - A)^{-1}W^TWb = 0 \)
In what follows, let us prove
\[
q_l(e^T_{I_l})^T (sI_n - A)^{-1}W^TWb = q_l(e^T_{I_l})^T g(s).
\]
Note that (9) is equivalent to the existence of \( q_l \) such that (13) is equal to 0. Here, \( v_i(A)W^TWb = 0 \) follows from \([v^T_i(A), W^T]^T\) being unitary and
\[
q_l(e^T_{I_l})^T v_i(A) = q_l(e^T_{I_l})^T P^T P v_i(A) = 0
\]
follows from (8). These imply that the eigenspaces of \((A, W^TWb)\) and \((A, q^T_{I_l})\) associated with \( \lambda_p(A) = 0 \) are controllable and unobservable, respectively. Hence, (15) follows from the elimination of the uncontrollable and unobservable state-space.

[proof of (12)] The redundancy of all clusters implies that \( \bar{Q}g = 0 \) in (7). Hence, (12) follows.

Theorem 1 implies that the redundancy of a cluster \( \mathcal{I}_i \) is characterized by the linear dependence among the row vectors of \( \Phi_2 \). More specifically, the behavior of \( x_i \) is algebraically translated into the \( i \)th row vector of \( \Phi_2 \). Note, however, that the redundancy (9) or equivalently (11) is restrictive in general. This is because, it represents a kind of local uncontrollability such that the controllable subspace of \( x_i = (e^T_{I_i}) \in R^{2|I_i|} \) is one-dimensional.

B. Redundancy Relaxation

In what follows, aiming at significant order reduction, we relax (9) through its equivalent characterization of (11). To this end, we introduce the following relaxation of the redundancy:

Definition 4: Let \((A, b)\) be a positive network. Define \( \Phi \in R^{n \times n} \) in (10). A cluster \( \mathcal{I}_l \) is said to be \( \theta \)-redundant if there exists a row vector \( \bar{P}_l \in R^{1 \times n} \) such that
\[
\left\| (e^T_{I_l})^T \Phi_2 - \bar{P}_l^T \Phi_2 \right\|_F \leq \|\mathcal{I}_l\|^T \frac{1}{2} \theta, \theta \in R^+\]
where \( \Phi_2 \) is defined in (6) and \( \Phi_2 \) denotes a Cholesky factor such that \( \Phi = \Phi^T_2 \Phi_2 \).

In this definition, the constant \( \theta \) represents the degree of the redundancy (the normalization \( \|\mathcal{I}_l\|^T \frac{1}{2} \) is introduced for a technical reason). Clearly, (15) includes (11), and is equivalent to (11) if \( \theta = 0 \). Next, we propose to construct a cluster set \( \{\mathcal{I}_l\}_{l \in L} \) such that all clusters are \( \theta \)-redundant. This notion yields an aggregated model as shown in the following theorem:

Theorem 2: Given a positive network \((A, b)\), assume \( A \in M_n \). Define \( \Phi \in R^{n \times n} \) in (10). If all cluster \( \mathcal{I}_l \) are \( \theta \)-redundant, then the aggregated model \((PA^T, Pb)\) associated with \( P \) in (4) is a positive network and satisfies
\[
\|g(s) - \hat{g}(s)\|_{\mathcal{H}_2} \leq \sqrt{\alpha} \|\Xi(s)\|_{\mathcal{H}_\infty \theta}
\]
where \( \alpha := \sum_{l=1}^{L} |\mathcal{I}_l| (|\mathcal{I}_l| - 1) \) and \( \Xi \) is defined in (7).

Proof: First, \( \|g - \hat{g}\|_{\mathcal{H}_2} \leq \|\Xi\|_{\mathcal{H}_\infty} \|Q^T Qg\|_{\mathcal{H}_2} \) follows from (7). Using (13) and the fact that \( \Phi \) is the controllability gramian of \((A, W^TWb)\), we have
\[
\|Q^T Qg(s)\|_{\mathcal{H}_2} = \|Q^T Q(sI_n - A)^{-1} W^TWb\|_{\mathcal{H}_2} = (\text{tr} \|Q^T Q\|_{\mathcal{H}_2})^\frac{1}{2} = \|Q\Phi_2\|_F.
\]
Define \( \Delta_l := (e^T_{I_l})^T \Phi_2 - \bar{P}_l^T \Phi_2 \). Since \( [p^T_{I_l}, q^T_{I_l}]^T \) is unitary, we have \( q_l(e^T_{I_l})^T \Phi_2 = q_l(\Delta_l) \), where we allow empty \( q_l \) if \( |\mathcal{I}_l| = 1 \). The \( \theta \)-redundancy implies \( \|\Delta_l\|_F \leq |\mathcal{I}_l| \frac{1}{2} \theta \). Thus, we have
\[
\|Q\Phi_2\|_F \leq \sum_{l=1}^{L} \|q_l\|_F^2 \|\Delta_l\|_F \leq \sum_{l=1}^{L} |\mathcal{I}_l| (|\mathcal{I}_l| - 1) \theta^2.
\]
Hence, (16) follows.
D. Generalization to a Class of Reducible Systems

In this subsection, for marginally stable positive networks, we consider relaxing the irreducibility assumed in Definition 1. Note that for reducible $A$, we cannot apply the diagonal transformation in Lemma 2 because the left and right Frobenius eigenvectors of $A$ have possibly zero entries. This spoils the property in (8), fundamentally used in Section III-A. Conversely, if once (8) is guaranteed, the assumption of $A \in M^n_+$ is not required in Theorem 2.

Without loss of generality, let us assume that reducible $A$ is in the form of
\[
A = \begin{bmatrix}
A_{1,1} & \cdots & A_{1,K} \\
\vdots & \ddots & \vdots \\
A_{K,1} & \cdots & A_{K,K}
\end{bmatrix} \in \mathbb{R}^{n \times n}, \quad n = \sum_{k=1}^{K} n_k
\]
(18)
where the diagonal blocks $A_{k,k} \in M_{n_k}^+$ are irreducible for all $k \in \{1, \ldots, K\}$. In addition, we assume that
- $\lambda_F(A) = 0$ is simple
- the entries of the left eigenvector associated with $\lambda_F(A)$ are all positive, i.e., $v_l(A) \in \mathbb{R}^{\lambda_+(n)}$

Though the second and third items are not necessarily trivial for reducible $A$, chemical reaction systems described by the chemical master equation, in fact, satisfy these assumptions (see Section IV for details). Under these assumptions, it is readily verified that $\lambda_F(A) = \lambda_F(A_{k,k}) = 0$. In addition, $v_l(A)$ and $v_r(A)$ are in the form of $v_l(A) = [v_+, v_l(A_{k,k})^T]$ and $v_r(A) = [0, v_+^T]$ where $v_+ \in \mathbb{R}^{\lambda_+(n-k)}$ denotes some positive row vector.

We construct $\theta$-redundant clusters imposing a particular constraint so as to guarantee (8). Denote the index set corresponding to the $k$th block by $N_k$, i.e., $A_{k,k} = (e_n^T N_k) A N_k n_k$, holds for each $k \in \{1, \ldots, K\}$. Let us construct clusters separately within $N_1 K - 1 := \{N_1, \ldots, N_{K-1}\}$ and $N_K$. More specifically, we make $\{I[l] \}_{l \in \mathbb{L}}$ such that
\[
\bigcup_{l=1}^{l_0} I[l] = N_1 K - 1, \quad \bigcup_{l=l_0+1}^{L} I[l] = N_K
\]
(19)
for some $l_0 \in \mathbb{L}$. Such a cluster set assures that the aggregation matrix is in the form of $P = \text{Diag}(P_{1:K-1}, P_K)$ where $P_{1:K-1} \in \mathbb{R}^{l_0 \times \sum_{k=1}^{K-1} n_k}$ and $P_K \in \mathbb{R}^{(L-l_0) \times n_K}$. Since $v_l(A_{k,k})^T P_{k} P_K v_l(A_{k,k})$ holds, this ensures (8). Thus, $P$ associated with a $\theta$-redundant cluster set $\{I[l] \}_{l \in \mathbb{L}}$ satisfying (19) provides an aggregated model satisfying (16).

IV. APPLICATION TO REDUCTION OF CHEMICAL MASTER EQUATION

A. Chemical Master Equation

In this section, we deal with the following chemical reaction system, called the Michaelis-Menten system composed of the 4 kinds of molecules $S_1, \ldots, S_4$:
\[
\begin{align*}
S_1 &+ S_2 \xrightarrow{c_1} S_3 \\
S_3 &\xrightarrow{c_2} S_4 + S_2,
\end{align*}
\]
(20)
where $c_1, c_2, c_3 \in \mathbb{R}_{0+}$ denote the reaction rate constants. Let us consider the situation where $N_0$ molecules of each $S_1$ and $S_2$ are present at the initial time. In this situation, all realizable distributions of the numbers of the molecules are enumerated by the $n = n(N_0) := (N_0^2 + 3N_0 + 2)/2$ kinds of vectors, i.e.,
\[
\begin{bmatrix}
N_0 \\
N_0 - 1 \\
0 \\
0 \\
1 \\
2 \\
0 \\
0 \\
0 \\
\vdots \\
0
\end{bmatrix} \in \mathbb{N}^4,
\]
where the $k$th entry denotes the number of $S_k$ for each $k \in \{1, \ldots, 4\}$.

Hereafter, denote each realizable distribution by $\xi_i \in \mathbb{N}^4$ for $i \in \{1, \ldots, n\}$, and the realization probability of $\xi_i$ at the time $t$ by $x_i(t) \in [0, 1]$. Under this denotation, the time evolution of (20) is represented by the chemical master equation (CME)
\[
\dot{x} = Ax, \quad x(0) = [1, 0, \ldots, 0]^T
\]
(21)
where $x := [x_1, \ldots, x_n]^T \in [0, 1]^n$ and $A \in \mathbb{R}^{n \times n}$ is marginally stable and Metzler (see [11] for details). Note that the initial condition $x(0)$ represents the realization probability of the distribution $\xi_i$. Hence, the sum of all states constantly remains to be 1 for all $t \in [0, \infty)$ because each $x_i$ represents the realization probability of the distribution $\xi_i$. This implies that $A$ in (21) satisfies $\lambda_F(A) = 0$ and $v_l(A) = [1, \ldots, 1]$. Moreover, due to the irreversibility of the second reaction in (20), $A$ is reducible and satisfies $v_r(A) = \lim_{t \to \infty} x(t) = [0, \ldots, 0, 1]^T$. Fig. 3 depicts the transition diagram of the distributions of (20) in the CME expression, where the pair of $(x_i; \xi_i)$, i.e., the realization probability and the realizable distribution, is assigned at each node $i$. In this figure, the horizontal and vertical transitions correspond to the first and the second reaction in (20), respectively.

Remark 1: In general, the transition diagrams of chemical reactions composed of $\kappa$ kinds of molecules are described by a subgraph of the multidimensional lattice $\mathbb{N}^\kappa$. Furthermore, $A$ is marginally stable and Metzler, and is uniquely determined from chemical reactions to be considered. In addition, it satisfies that $\lambda_F(A) = 0$ is simple, $v_l(A) = [1, \ldots, 1]$ and $v_r(A) = \lim_{t \to \infty} x(t)$. It should be emphasized that since the system dimension tends to be considerably large ($O(N_0^2)$), the analytical/numerical treatments of CMEs are not necessarily easy [11]. Thus, toward practical analyses, we are required to construct a mesoscopic model that describes essential behavior of the microscopic expression in (21).

B. $\mathcal{H}_2$-aggregation of Chemical Master Equation

In what follows, we show the efficiency of the proposed method through the reduction of the CME in (21). For (20), let the reaction rate constants be $c_1 = 1$, $c_2 = 0.1$ and $c_3 = 3$. Furthermore, let the initial number of molecules be $N_0 = 140$, which yields the $n = 10011$th dimensional CME.

From Fig. 4, which shows the resultant order of aggregated models versus the value of $\theta$, we can see that the order of
aggregated models decreases as \( \theta \) increases. This means that the \( \theta \)-redundancy appropriately captures the coarseness of aggregated models. In particular, when we take \( \theta = 5 \times 10^{-5} \), the order of the aggregated model is \( L = 1077 \) and the resultant relative error is \( \| g - \hat{g} \|_2 / \| g \|_2 = 0.0239 \).

Furthermore, Fig. 5 shows the state trajectory of the original system \( x \in \mathbb{R}^n \) (the solid line, \( n = 10011 \)th order) and that of the aggregated model \( \hat{P}^T \hat{x} \in \mathbb{R}^n \) (the broken line, \( L = 10777 \)th order). We can see from this figure that the behavior of the CME in (21) is well approximated by that of the aggregated model. In addition, the aggregated model not only approximates the behavior of (21), but also preserves specific properties of the CME, namely it is equipped with the following properties:

\begin{itemize}
  \item the positivity of the system (non-negativity of the state trajectory) is preserved
  \item the sum of all states constantly remains to be 1
  \item the steady-state distribution is exactly preserved
  \item each state of the aggregated model represents averaged states of the original CME
\end{itemize}

where the second to fourth items are assured by (8).

V. CONCLUSION

In this paper, we have proposed a model reduction method for positive systems evolving on directed networks, called positive networks. In this method, we construct a set of clusters based on a kind of local controllability of the state-space. Aggregating the cluster set under suitable weighting, we obtain a reduced model that preserves interconnection topology among the clusters as well as some specific properties, such as stability, steady-state characteristic and system positivity. Furthermore, we have derived an \( H_2 \)-error bound of the state discrepancy caused by the aggregation. In addition, applying the proposed method to chemical reaction systems described by the chemical master equation, we have obtained a mesoscopic model that well approximates the original system as well as preserves specific properties as the chemical master equation.
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