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Abstract. We present a theory and algorithms for a generic calibration concept that is based on the following recently introduced general imaging model. An image is considered as a collection of pixels, and each pixel measures the light travelling along a (half-) ray in 3-space associated with that pixel. Calibration is the determination, in some common coordinate system, of the coordinates of all pixels' rays. This model encompasses most projection models used in computer vision or photogrammetry, including perspective and affine models, optical distortion models, stereo systems, or catadioptric systems – central (single viewpoint) as well as non-central ones. We propose a concept for calibrating this general imaging model, based on several views of objects with known structure, but which are acquired from unknown viewpoints. It allows in principle to calibrate cameras of any of the types contained in the general imaging model using one and the same algorithm. We first develop the theory and an algorithm for the most general case: a non-central camera that observes 3D calibration objects. This is then specialized to the case of central cameras and to the use of planar calibration objects. The validity of the concept is shown by experiments with synthetic and real data.

1 Introduction

We consider the camera calibration problem, i.e. the estimation of a camera’s intrinsic parameters. A camera’s intrinsic parameters (plus the associated projection model) give usually exactly the following information: for any point in the image, they allow to compute a ray in 3D along which light travels that falls onto that point (here, we neglect point spread).

Most existing camera models are parametric (i.e. defined by a few intrinsic parameters) and address imaging systems with a single effective viewpoint (all rays pass through one point). In addition, existing calibration procedures are tailor-made for specific camera models.

The aim of this work is to relax these constraints; we want to propose and develop a calibration method that should work for any type of camera model, and especially also for cameras without a single effective viewpoint. To do so, we first renounce on parametric models, and adopt the following very general model: a camera acquires images consisting of pixels; each pixel captures light that travels along a ray in 3D. The camera is fully described by:

- the coordinates of these rays (given in some local coordinate frame),
- the mapping between rays and pixels; this is basically a simple indexing.
This general imaging model allows to describe virtually any camera that captures light rays travelling along straight lines\textsuperscript{3}. Examples (cf. figure 1):
- a camera with any type of optical distortion, such as radial or tangential.
- a camera looking at a reflective surface, e.g. as often used in surveillance, a camera looking at a spherical or otherwise curved mirror [10]. Such systems, as opposed to central catadioptric systems [3] composed of cameras and parabolic mirrors, do not in general have a single effective viewpoint.
- multi-camera stereo systems: put together the pixels of all image planes; they “catch” light rays that definitely do not travel along lines that all pass through a single point. Nevertheless, in the above general camera model, a stereo system (with rigidly linked cameras) is considered as a single camera.
- other acquisition systems, see e.g. [4, 14, 19], insect eyes, etc.

Relation to previous work. See [9, 17] for reviews and references on existing calibration methods and e.g. [6] for an example related to central catadioptric devices. A calibration method for certain types of non-central catadioptric cameras (e.g. due to misalignment of mirror), is given in [2].

The above imaging model has already been used, in more or less explicit form, in various works [8, 12–16, 19, 23–25], and is best described in [8], were also other issues than sensor geometry, e.g. radiometry, are discussed. There are conceptual links to other works: acquiring an image with a camera of our general model may be seen as sampling the plenoptic function [1], and a light field [11] or lumigraph [7] may be interpreted as a single image, acquired by a camera of an appropriate design.

To our knowledge, the only previously proposed calibration approaches for the general imaging model, are due to Swaminathan, Grossberg and Nayar [8, 22]. The approach in [8] requires the acquisition of two or more images of a calibration object with known structure, and knowledge of the camera or object motion between the acquisitions. In this work, we develop a completely general approach, that requires taking three or more images of calibration objects, from arbitrary and unknown viewing positions. The approach in [22] does not require calibration objects, but needs to know the camera motion. Calibration is formulated as a non-linear optimization problem. In this work, “closed-form” solutions are proposed (requiring to solve linear equation systems).

Other related works deal mostly with epipolar geometry estimation and modeling [13, 16, 24] and motion estimation for already calibrated cameras [12, 15].

Organization. In §2, we explain the camera model used and give some notations. For ease of explanation and understanding, the calibration concept is first introduced for 2D cameras, in §3. The general concept for 3D cameras is described in §4 and variants (central vs. non-central camera and planar vs. 3D calibration objects) are developed in §5. Some experimental results are shown in §6, followed by discussions and conclusions.

\textsuperscript{3} However, it would not work for example with a camera looking from the air into water: still, to each pixel is associated a refracted ray in the water. However, when the camera moves, the refraction effect causes the set of rays to move non-rigidly, hence the calibration would be different for each camera position.
2 Camera Model and Notations

We give the definition of the (purely geometrical) camera model used in this work. It is essentially the same as the model of [8] where in addition other issues such as point spread and radiometry are treated. We assume that a camera delivers images that consist of a set of pixels, where each pixel captures/measures the light travelling along some half-ray. In our calibration method, we do not model half-rays explicitly, but rather use their infinite extensions – camera rays. Camera rays corresponding to different pixels need not intersect – in this general case, we speak of non-central cameras, whereas if all camera rays intersect in a single point, we have a central camera with an optical center.

Furthermore, the physical location of the actual photosensitive elements that correspond to pixels, does in general not matter at all. On the one hand, this means that the camera ray corresponding to some pixel, needs not pass through that pixel, cf. figure 1. On the other hand, neighborhood relations between pixels are in general not necessary to be taken into account: the set of a camera’s photosensitive elements may lie on a single surface patch (image plane), but may also lie on a 3D curve, on several surface patches or even be placed at completely isolated positions. In practice however, we do use some continuity assumption, useful in the stage of 3D-2D matching, as explained in §6: we suppose that pixels are indexed by two integer coordinates like in traditional cameras and that camera rays of pixels with neighboring coordinates, are “close” to one another.

![Curved reflective surface](image)

**Fig. 1.** Examples of imaging systems. (a) Catadioptric system. Note that camera rays do not pass through their associated pixels. (b) Central camera (e.g. perspective, with or without radial distortion). (c) Camera looking at reflective sphere. This is a non-central device (camera rays are not intersecting in a single point). (d) Omnivertical imaging system [14, 19]. (e) Stereo system (non-central) consisting of two central cameras.

3 The Calibration Concept for 2D Cameras

We consider here a camera and scene living in a 2D plane, i.e. camera rays are lines in that plane. Two images are acquired, while the imaged object undergoes some motion. Consider a single pixel and its camera ray, cf. figure 2. Figures 2 (b) and (c) show the two points on the object that are seen by that pixel in the two images. We suppose to be able to determine the coordinates of these two points, in some local coordinate frame attached to the object (“matching”).
The case of known motion. If the object’s motion between image acquisitions is known, then the two object points can be mapped to a single coordinate frame, e.g., the object’s coordinate frame at its second position, as shown in figure 2 (d). Computing our pixel’s camera ray is then simply done by joining the two points. This summarizes the calibration approach proposed by Grossberg and Nayar [8], applied here for the 2D case. Camera rays are thus initially expressed in a coordinate frame attached to the calibration object. This does not matter (all that counts are the relative positions of the rays), but for convenience, one would typically choose a better frame. For a central camera for example, one would choose the optical center as origin or for a non-central camera, the point that minimizes the sum of distances to the set of camera rays (if it exists).

Note that it is not required that the two images be taken of the same object; all that is needed is knowledge of point positions relative to coordinate frames of the objects, and the “motion” between the two coordinate frames.

**Fig. 2.** (a) The camera as black box, with one pixel and the associated camera ray. (b) The pixel sees a point on a calibration object, whose coordinates are identified in a frame associated with the object. (c) Same as (b), for another position of the object. (d) Due to known motion, the two points on the calibration object can be placed in the same coordinate frame. The camera ray is then determined by joining them.

The case of unknown motion. This approach is no longer applicable and we need to estimate, implicitly or explicitly, the unknown motion. We show how to do this, given three images. Let \( \mathbf{Q}, \mathbf{Q}', \) and \( \mathbf{Q}'' \) be the points on the calibration objects, that are seen in the same pixel. These are 3-vectors of homogeneous coordinates, expressed in the respective local coordinate frame. Without loss of generality, we choose the coordinate frame associated with the object’s first position, as common frame. The unknown relative motions between the second and third frames and the first one, are given by \( 2 \times 2 \) rotation matrices \( \mathbf{R}' \) and \( \mathbf{R}'' \) and translation vectors \( \mathbf{t}' \) and \( \mathbf{t}'' \). Note that \( \mathbf{R}_{11} = \mathbf{R}_{22} \) and \( \mathbf{R}_{12} = -\mathbf{R}_{21} \) (same for \( \mathbf{R}'') \). Mapping the calibration points to the common frame gives points

\[
\begin{pmatrix}
\mathbf{Q} \\
\mathbf{Q}' \\
\mathbf{Q}''
\end{pmatrix}
= 
\begin{pmatrix}
\mathbf{R}' & \mathbf{t}' \\
0^T & 1
\end{pmatrix}
\begin{pmatrix}
\mathbf{Q} \\
\mathbf{Q}' \\
\mathbf{Q}''
\end{pmatrix}
= 
\begin{pmatrix}
\mathbf{R}'' & \mathbf{t}'' \\
0^T & 1
\end{pmatrix}
\begin{pmatrix}
\mathbf{Q} \\
\mathbf{Q}' \\
\mathbf{Q}''
\end{pmatrix} .
\]

They must lie on the pixel’s camera ray, i.e., must be collinear. Hence, the determinant of the matrix composed of their coordinate vectors, must vanish:

\[
\begin{vmatrix}
Q_1 & R'_{11}Q'_1 + R'_{12}Q'_2 + t'_1Q'_3 & R''_{21}Q''_1 + R''_{22}Q''_2 + t''_1Q''_3 \\
Q_2 & R'_{21}Q'_1 + R'_{22}Q'_2 + t'_2Q'_3 & R''_{21}Q''_1 + R''_{22}Q''_2 + t''_2Q''_3 \\
Q_3 & Q'_3 & Q''_3
\end{vmatrix} = 0 .
\]  

(1)
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<table>
<thead>
<tr>
<th>i</th>
<th>$C_i$</th>
<th>$V_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$Q_1Q'_1Q''_1 + Q_2Q'_2Q''_2$</td>
<td>$P_{21}$</td>
</tr>
<tr>
<td>2</td>
<td>$Q_1Q'_1Q''_1 - Q_3Q'_3Q''_3$</td>
<td>$P_{22}$</td>
</tr>
<tr>
<td>3</td>
<td>$Q_1Q'_1Q''_1 + Q_3Q'_3Q''_3$</td>
<td>$-R'_{31}$</td>
</tr>
<tr>
<td>4</td>
<td>$Q_1Q'_1Q''_1 - Q_3Q'_3Q''_3$</td>
<td>$-R'_{32}$</td>
</tr>
<tr>
<td>5</td>
<td>$Q_3Q'_3Q''_3 + Q_3Q'_3Q''_3$</td>
<td>$R_{11}R_{21} - R_{11}R_{21}$</td>
</tr>
<tr>
<td>6</td>
<td>$Q_3Q'_3Q''_3 - Q_3Q'_3Q''_3$</td>
<td>$R_{11}R_{22} - R_{12}R_{21}$</td>
</tr>
</tbody>
</table>

Table 1. Non-zero coefficients of the trifocal calibration tensor for a general 2D camera.

This equation is trilinear in the calibration point coordinates. The equation’s coefficients may be interpreted as coefficients of a trilinear matching tensor; they depend on the unknown motions’ coefficients, and are given in table 1. In the following, we sometimes call this the calibration tensor. It is somewhat related to the homography tensor derived in [18]. Among the $3 \times 3 \times 3 = 27$ coefficients of the calibration tensor, 8 are always zero and among the remaining 19, there are 6 pairs of identical ones. The columns of table 1 are interpreted as follows: the $C_i$ are trilinear products of point coordinates and the $V_i$ are the associated coefficients of the tensor. The following equation is thus equivalent to (1):

$$\sum_{i=1}^{13} C_i V_i = 0$$

Given triplets of points $Q, Q', Q''$ for at least 12 pixels, we may compute the trilinear tensor up to an unknown scale $\lambda$ by solving a system of linear equations of type (2). Note that we have verified using simulated data, that we indeed can obtain a unique solution (up to scale) for the tensor. The main problem is then that of extracting the motion parameters from the calibration tensor. In [21] we give a simple algorithm for doing so.

The special case of central cameras. It is worthwhile to specialize the calibration concept to the case of central cameras (but which are otherwise general, i.e., not perspective). A central camera can already be calibrated from two views. Let $Z$ be the homogeneous coordinates of the optical center (in the frame associated with the object’s first position). We have the following collinearity constraint:

$$\begin{bmatrix} Z_1 Q_1 R_{11}Q'_1 + R_{12}Q'_2 + t_1 Q'_3 \\ Z_2 Q_2 R_{21}Q'_1 + R_{22}Q'_2 + t_2 Q'_3 \\ Z_3 Q_3 Q'_5 \end{bmatrix} = Q^T \begin{bmatrix} R_{11}Z_3 & -R_{22}Z_3 & R_{21}Z_3 & -R_{21}Z_1 \\ R_{22}Z_3 & R_{21}Z_3 & -R'_{21}Z_2 & -R'_{22}Z_1 \\ Z_3t_2 - Z_2 Z_3 - Z_3t_1 & Z_2t_1 - Z_1t_2 \end{bmatrix} Q = 0$$

The bifocal calibration tensor in this equation is a $3 \times 3$ matrix and somewhat similar to a fundamental or essential matrix. It can be estimated linearly from calibration points associated with 8 pixels or more. It is of rank 2 and its right null vector is the optical center $Z$, which is thus easy to compute. Once this is done, the camera ray for a pixel can be determined e.g., by joining $Z$ and $Q$.

\[This is similar, though more complicated than extracting (ego-)motion of perspective cameras from the classical essential matrix [9].\]
The special case of a linear calibration object. This is equally worthwhile to investigate. We propose an algorithm in [21], which works but is more complicated than the algorithm for general calibration objects.

4 Generic Calibration Concept for 3D Cameras

This and the next section describe our main contributions. We extend the concept described in §3 to the case of cameras living in 3-space. We first deal with the most general case: non-central cameras and 3D calibration objects.

In case of known motion, two views are sufficient to calibrate, and the procedure is equivalent to that outlined in §3, cf. [8]. In the following, we consider the practical case of unknown motion. Input are now, for each pixel, three 3D points \( Q, Q', Q'' \), given by 4-vectors of homogeneous coordinates, relative to the calibration object’s local coordinate system. Again, we adopt the coordinate system associated with the first image as global coordinate frame. The object’s motion for the other two images is given by \( 3 \times 3 \) rotation matrices \( R' \) and \( R'' \) and translation vectors \( t' \) and \( t'' \). With the correct motion estimates, the aligned points must be collinear. We stack their coordinates in the following \( 4 \times 3 \) matrix:

\[
\begin{pmatrix}
Q_1 & R'_{11}Q'_1 + R'_{12}Q'_2 + R'_{13}Q'_3 + t'_1 Q_4 & R'_{14} Q'_1 + R'_{15} Q'_2 + R'_{16} Q'_3 + t'_1 Q'_4 \\
Q_2 & R'_{21}Q'_1 + R'_{22}Q'_2 + R'_{23}Q'_3 + t'_2 Q_4 & R'_{24} Q'_1 + R'_{25} Q'_2 + R'_{26} Q'_3 + t'_2 Q'_4 \\
Q_3 & R'_{31}Q'_1 + R'_{32}Q'_2 + R'_{33}Q'_3 + t'_3 Q_4 & R'_{34} Q'_1 + R'_{35} Q'_2 + R'_{36} Q'_3 + t'_3 Q'_4 \\
Q_4 & R''_{41}Q''_1 + R''_{42}Q''_2 + R''_{43}Q''_3 + t''_1 Q_4 & R''_{44} Q''_1 + R''_{45} Q''_2 + R''_{46} Q''_3 + t''_1 Q'_4 \\
\end{pmatrix}
\]

The collinearity constraint means that this matrix must be of rank less than 3, which implies that all sub-determinants of size \( 3 \times 3 \) vanish. There are 4 of them, obtained by leaving out one row at a time. Each of these corresponds to a trilinear equation in point coordinates and thus to a trifocal calibration tensor whose coefficients depend on the motion parameters.

Table 2 gives the coefficients of the first two calibration tensors (all 4 are given in the appendix of [21]). For both, 34 out of 64 coefficients are always zero. One may observe that the two tensors share some coefficients, e.g., \( V_8 = W_1 = R'_{31} \).

The tensors can be estimated by solving linear equation system, and we verified using simulated random experiments that in general unique solutions (up to scale) are obtained, if 3D points for sufficiently many pixels (29 at least) are available. In the following, we give an algorithm for computing the motion parameters. Let \( V'_i = \lambda V_i \) and \( W'_i = \mu W_i \), \( i = 1 \ldots 37 \) be the estimated tensors (up to scale). The algorithm proceeds as follows.

1. Estimate scale factors: \( \lambda = \sqrt{V'_{12}^2 + V'_{13}^2 + V'_{10}^2} \) and \( \mu = \sqrt{W'_{12}^2 + W'_{13}^2 + W'_{10}^2} \).
2. Compute \( V_i = \frac{V'_i}{\lambda} \) and \( W_i = \frac{W'_i}{\mu} \), \( i = 1 \ldots 37 \).
3. Compute \( R' \) and \( R'' \):

   \[
   R' = \begin{pmatrix}
   W_{13} & -W_{12} & -W_{17} \\
   -V_{12} & V_{13} & -V_{17} \\
   V_5 & V_6 & V_10
   \end{pmatrix}, \quad R'' = \begin{pmatrix}
   W_{18} & W_{19} & W_{20} \\
   V_{18} & V_{19} & V_{20} \\
   -V_{11} & -V_{12} & -V_{13}
   \end{pmatrix}.
   \]

   They will not be orthogonal in general. We “correct” this as shown in [21].
4. Compute \( t' \) and \( t'' \) by solving a straightforward linear least squares problem, which is guaranteed to have a unique solution, see [21] for details.
Using simulations, we verified that the algorithm gives a unique and correct solution in general.

<table>
<thead>
<tr>
<th>i</th>
<th>( C_i )</th>
<th>( V_i )</th>
<th>( W_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( Q_1Q'_1Q''_1 )</td>
<td>0</td>
<td>( R_{31} )</td>
</tr>
<tr>
<td>2</td>
<td>( Q_1Q'_2Q''_2 )</td>
<td>0</td>
<td>( R_{32} )</td>
</tr>
<tr>
<td>3</td>
<td>( Q_1Q'_3Q''_3 )</td>
<td>0</td>
<td>( R_{33} )</td>
</tr>
<tr>
<td>4</td>
<td>( Q_1Q'_4Q''_4 )</td>
<td>0</td>
<td>( R_{34} )</td>
</tr>
<tr>
<td>5</td>
<td>( Q_1Q'_5Q''_5 )</td>
<td>0</td>
<td>( R_{35} )</td>
</tr>
<tr>
<td>6</td>
<td>( Q_1Q'_6Q''_6 )</td>
<td>0</td>
<td>( R_{36} )</td>
</tr>
<tr>
<td>7</td>
<td>( Q_1Q'_7Q''_7 )</td>
<td>0</td>
<td>( R_{37} )</td>
</tr>
<tr>
<td>8</td>
<td>( Q_1Q'_8Q''_8 )</td>
<td>0</td>
<td>( R_{38} )</td>
</tr>
<tr>
<td>9</td>
<td>( Q_1Q'_9Q''_9 )</td>
<td>0</td>
<td>( R_{39} )</td>
</tr>
<tr>
<td>10</td>
<td>( Q_1Q'<em>{10}Q''</em>{10} )</td>
<td>0</td>
<td>( R_{310} )</td>
</tr>
<tr>
<td>11</td>
<td>( Q_1Q'<em>{11}Q''</em>{11} )</td>
<td>0</td>
<td>( R_{311} )</td>
</tr>
<tr>
<td>12</td>
<td>( Q_1Q'<em>{12}Q''</em>{12} )</td>
<td>0</td>
<td>( R_{312} )</td>
</tr>
<tr>
<td>13</td>
<td>( Q_1Q'<em>{13}Q''</em>{13} )</td>
<td>0</td>
<td>( R_{313} )</td>
</tr>
<tr>
<td>14</td>
<td>( Q_1Q'<em>{14}Q''</em>{14} )</td>
<td>0</td>
<td>( R_{314} )</td>
</tr>
<tr>
<td>15</td>
<td>( Q_1Q'<em>{15}Q''</em>{15} )</td>
<td>0</td>
<td>( R_{315} )</td>
</tr>
<tr>
<td>16</td>
<td>( Q_1Q'<em>{16}Q''</em>{16} )</td>
<td>0</td>
<td>( R_{316} )</td>
</tr>
<tr>
<td>17</td>
<td>( Q_1Q'<em>{17}Q''</em>{17} )</td>
<td>0</td>
<td>( R_{317} )</td>
</tr>
<tr>
<td>18</td>
<td>( Q_1Q'<em>{18}Q''</em>{18} )</td>
<td>0</td>
<td>( R_{318} )</td>
</tr>
<tr>
<td>19</td>
<td>( Q_1Q'<em>{19}Q''</em>{19} )</td>
<td>0</td>
<td>( R_{319} )</td>
</tr>
</tbody>
</table>

Table 2. Coefficients of two trifocal calibration tensors for a general 3D camera.

5 Variants of the Calibration Concept

Analogously to the case of 2D cameras, cf. §3, we developed important specializations of our calibration concept, for central cameras and planar calibration objects. We describe them very briefly; details are given in [21].

Central cameras. In this case, two images are sufficient. Let \( Z \) be the optical center (unknown). By proceeding as in §3, we obtain 4 bifocal calibration tensors of size \( 4 \times 4 \) and rank 2, that are somewhat similar to fundamental matrices. One of them is shown here:

\[
\begin{pmatrix}
0 & 0 & 0 & 0 \\
R_{31}Z_4 & R_{32}Z_4 & R_{33}Z_4 & Z_3 + Z_4t_4 \\
-R_{31}Z_4 & -R_{32}Z_4 & -R_{33}Z_4 & Z_2 + Z_4t_4 \\
R_{31}Z_3 - R_{31}Z_2 & R_{32}Z_3 - R_{32}Z_2 & R_{33}Z_3 - R_{33}Z_2 & Z_3t_3 - Z_2t_3
\end{pmatrix}
\]

It is relatively straightforward to extract the motion parameters and the optical center from these tensors.

Non-central cameras and planar calibration objects. The algorithm for this case is rather more complicated and not shown here. Using simulations, we proved that we obtain a unique solution in general.
Central cameras and planar calibration objects. As with non-central cameras, we already obtain constraints on the motion parameters (and the optical center) from two views of the planar object. In this case however, the associated calibration tensors do not contain sufficient information in order to uniquely estimate the motion and optical center. This is not surprising; even in the very restricted case of perspective cameras with 5 intrinsic parameters, two views of a planar calibration object do not suffice for calibration [20, 26]. We thus developed an algorithm working with three views [21]. It is rather complicated, but was shown to provide unique solutions in general.

6 Experimental Evaluation

As mentioned previously, we verified each algorithm using simulated random experiments. This was first done using noiseless data. We also tested our methods using noisy data and obtained satisfying results. A detailed quantitative analysis remains yet to be carried out.

We did various experiments with real images, using a 3M-Pixel digital camera with moderate optical distortions, a camera with a fish-eye lens and “home-made” catadioptric systems consisting of a digital camera and various curved off-the-shelf mirrors. We used planar calibration objects consisting of black dots or squares on white paper. Figure 3 shows three views taken by the digital camera.

**Fig. 3.** Top: images of 3 boards of different sizes, captured by a digital camera. Bottom: two views of the calibrated camera rays and estimated pose of the calibration boards.
Dots/corners were extracted using the Harris detector. Matching of these image points to points on calibration objects was done semi-automatically. This gives calibration points for a sparse set of pixels per image, and in general there will be few, if any, pixels for which we get a calibration point in every view! We thus take into account the continuity assumption mentioned in §2. For every image, we compute the convex hull of the pixels for which calibration points were extracted. We then compute the intersection of the convex hulls over all three views, and henceforth only consider pixels inside that region. For every such pixel in the first image we estimate the calibration points for the second and third images using the following interpolation scheme: in each of these images, we determine the 4 closest extracted calibration points. We then compute the homography between these pixels and the associated calibration points on the planar object. The calibration point for the pixel of interest is then computed using that homography.

On applying the algorithm for central cameras (cf. §5), we obtained the results shown in figure 3. The bottom row shows the calibrated camera rays and the pose of the calibration objects, given by the estimated motion parameters. It is difficult to evaluate the calibration quantitatively, but we observe that for every pixel considered, the estimated motion parameters give rise to nearly perfectly collinear calibration points. Note also, cf. the bottom right figure, that radial distortion is correctly modeled: the camera rays are setwise coplanar, although the corresponding sets of pixels in the image are not perfectly collinear.

The same experiment was performed for a fish-eye lens, cf. figure 4. The result is slightly worse - aligned calibration points are not always perfectly collinear. This experiment is preliminary in that only the central image region has been calibrated (cf. figure 4), due to the difficulty of placing planar calibration objects that cover the whole field of view.

![Figure 4](image_url)

**Fig. 4.** Left: one of 3 images taken by the fish-eye lens (in white the area that was calibrated). Middle: calibrated camera rays and estimated pose of calibration objects. Right: image from the left after distortion correction, see text.

Using the calibration information, we carried out two sample applications, as described in the following. The first one consists in correcting non-perspective distortions: calibration of the central camera model gives us a bunch of rays passing through a single point. We may cut these rays by a plane; at each intersection with a camera ray, we “paint” the plane with the “color” observed by the pixel
associated with the ray in some input image. Using the same homography-based interpolation scheme as above, we can thus create a “densely” colored plane, which is nothing else than the image plane of a distortion-corrected perspective image. See figure 4 for an example. This model-free distortion correction scheme is somewhat similar to the method proposed in [5].

Another application concerns (ego-) motion and epipolar geometry estimation. Given calibration information, we can estimate relative camera pose (or motion), and thus epipolar geometry, from two or more views of an unknown object. We developed a motion estimation method similar to [15] and applied it to two views taken by the fish-eye lens. The epipolar geometry of the two views can be computed and visualized as follows: for a pixel in the first view, we consider its camera ray and determine all pixels of the second view whose rays (approximately) intersect the first ray. These pixels form the “epipolar curve” associated with the original pixel. An example is shown in figure 5. The estimated calibration and motion also allow of course to reconstruct objects in 3D (see [21] for examples).

![Epipolar curves for three points. These are not straight lines, but intersect in a single point, since we here use the central camera model.](image)

### 7 Discussion

The algorithm for central cameras seems to work fine, even with the minimum input of 3 views and a planar calibration object. Experiments with non-central catadioptric cameras however did so far not give satisfying results. One reason for poor stability of the non-central method is the way we currently obtain our input (homography-based interpolation of calibration points). We also think that the general algorithm, which is essentially based on solving linear equations, can only give stable results with minimum input (3 views) if the considered camera is clearly non-central. By this, we mean that there is not any point that is “close” to all camera rays; the general algorithm does not work for perspective cameras, but for multi-stereo systems consisting of sufficiently many cameras.

---

* Refer to the appendix of [21] on the feasibility of the general calibration method for stereo systems consisting of three or more central cameras.
We propose several ideas for overcoming these problems. Most importantly, we probably need to use several to many images for a stable calibration. We have developed bundle adjustment formulations for our calibration problem, which is not straightforward; the camera model is of discrete nature and does not directly allow to handle sub-pixel image coordinates, which are for example needed in derivatives of a reprojection error based cost function. For initialization of the non-central bundle adjustment, we may use the (stabler) calibration results for the central model. Model selection may be applied to determine if the central or non-central model is more appropriate for a given camera. Another way of stabilizing the calibration might be the possible inclusion of constraints on the set of camera rays, such as rotational or planar symmetry, if appropriate.

Although we have a single algorithm that works for nearly all existing camera types, different cameras will likely require different designs of calibration objects, e.g. panoramic cameras vs. ones with narrow field of view. We stress that a single calibration can use images of different calibration objects; in our experiments, we actually use planar calibration objects of different sizes for the different views, imaged from different distances, cf. figure 3. This way, we can place them such that they do not “intersect” in space, which would give less stable results, especially for camera rays passing close to the intersection region.

We also plan to use different calibration objects for initialization and bundle adjustment: initialization, at least for the central model, can be performed using the type of calibration object used in this work. As for bundle adjustment, we might then switch to objects with a much denser “pattern” e.g., with a coating consisting of randomly distributed colored speckles. Another possibility is to use a flat screen to produce a dense set of calibration points [8].

One comment on the difference between calibration and motion estimation: here, with 3 views of a known scene, we solve simultaneously for motion and calibration (motion is determined explicitly, calibration implicitly). Whereas once a (general) camera is calibrated, (ego-)motion can already be estimated from 2 views of an unknown scene [15]. Hence, although our method estimates motion directly, we consider it a calibration method.

8 Conclusions

We have proposed a theory and algorithms for a highly general calibration concept. As for now, we consider this mainly as a conceptual contribution: we have shown how to calibrate nearly any camera, using one and the same algorithm.

We already propose specializations that may be important in practice: an algorithm for central, though otherwise unconstrained cameras, is presented, as well as an algorithm for the use of planar calibration objects. Results of preliminary experiments demonstrate that the approach allows to calibrate central cameras without using any parametric distortion model.

We believe in our concept's potential for calibrating cameras with "exotic" distortions - such as fish-eye lenses with hemispheric field of view or catadioptric cameras, especially non-central ones. We are working towards that goal, by developing bundle adjustment procedures to calibrate from multiple images,
and by designing better calibration objects. These issues could bring about the necessary stability to really calibrate cameras without any parametric model in practice. Other ongoing work concerns the extension of classical structure-from-motion tasks such as motion and pose estimation and triangulation, from the perspective to the general imaging model.
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