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Abstract. In this paper, we describe a fast object pose estimation method from 3-D to 2-D line correspondences using a perspective camera model. The principle consists in iteratively improving the pose computed with an affine camera model (either weak perspective or paraperspective) to converge, at the limit, to a pose estimation computed with a perspective camera model. Thus, the advantage of the method is to reduce the problem to solving a linear system at each iteration step. The iterative algorithms that we describe in detail in this paper can deal with non coplanar or coplanar object models and have interesting properties both in terms of speed and rate of convergence.

1 Introduction and background

The problem of object pose from 2-D to 3-D correspondences has received a lot of attention for the last years. The perspective camera model has associated with it, in general, non linear object pose computation techniques. This naturally leads to non linear minimization methods which require some form of initialization [3,7,9]. If the initial “guess” is too faraway from the true solution then the minimization process is either very slow or it converges to a wrong solution. Moreover, such resolution techniques does not take into account the simple link that exists between the perspective model and its linear approximations.

Recently, Dementhon and Davis [2] proposed a method for determining the pose of a 3-D object with respect to a camera from 3-D to 2-D point correspondences. The method consists of iteratively improving the pose computed with a weak perspective camera model to converge, at the limit, to a pose estimation computed with a perspective camera model. Although the perspective camera model involves, in general, non linear techniques, the advantage of the method is to reduce the problem to solving, at each iteration step, a linear system – due to the weak perspective model.

In [5], Horuda and al. have extended the method of Dementhon and Davis to paraperspective by establishing the link between paraperspective and perspective models for object pose computation from point correspondences.

* This work has been supported by “Société Aérospatiale” and by DGA/DRET.
However, it may be useful in some context to be able to deal with other primitives than points – lines for example. The advantage of lines is that they can be more accurately located than points and the robustness of their matching with respect to occlusions. For real time applications, it’s generally easier to consider lines, particularly to do the tracking along a sequence of images, and the matching with a 3-D model. In some cases where edges are difficult to extract, the points may be erroneous due to missing segments and thus bring wrong matches which could be solved if we consider the lines described by each edge, without the end points.

In this article, we describe two linear methods to compute object pose from 3-D to 2-D line correspondences. We establish the link between affine camera models (weak perspective and paraperspective), and the perspective model in the case of lines. The proposed algorithms are iterative and suppose, at each iteration step, an affine camera model in order to have linear equations, but converge to the perspective camera model.

2 Camera model

We denote by \( \mathbf{P}_i \) a 3-D point belonging to a 3-D line \( i \) represented by a reference point \( \mathbf{w}_i \) and a direction \( \mathbf{d}_i \). We have: \( \mathbf{P}_i = \mathbf{w}_i + \lambda \mathbf{d}_i \). The origin of the 3-D frame is \( \mathbf{P}_o \). A point \( \mathbf{P}_i \) projects onto the image in \( \mathbf{p}_i \) with camera coordinates \( x_i \) and \( y_i \) and we have:

\[
x_i = \frac{i \cdot \mathbf{P}_i + t_x}{k \cdot \mathbf{P}_i + t_z} \quad y_i = \frac{j \cdot \mathbf{P}_i + t_y}{k \cdot \mathbf{P}_i + t_z}
\]

We divide both the numerator and the denominator of eqs. (1) by \( t_z \). We introduce the following notations:

\[
\mathbf{I} = \frac{i}{t_z} \quad \mathbf{J} = \frac{j}{t_z} \quad x_0 = \frac{t_x}{t_z} \quad y_0 = \frac{t_y}{t_z} \quad \text{and} \quad \varepsilon_i = \frac{k \cdot \mathbf{P}_i}{t_z}
\]

\( \mathbf{I} \) and \( \mathbf{J} \) represent the first two rows of the rotation matrix scaled by the \( z \)-component of the translation vector, and \( x_0 \) and \( y_0 \) are the camera coordinates of \( \mathbf{p}_0 \) which is the projection of \( \mathbf{P}_0 \).
We may now rewrite the perspective equations as:

\[
x_i = \frac{\mathbf{I} \cdot \mathbf{P}_i + x_0}{1 + \varepsilon_i} \quad y_i = \frac{\mathbf{J} \cdot \mathbf{P}_i + y_0}{1 + \varepsilon_i}
\]

with

\[
\mathbf{P}_i = \mathbf{w}_i + \lambda \mathbf{d}_i \quad \text{and} \quad \varepsilon_i = \frac{k \cdot \mathbf{P}_i}{t_z} = \frac{k \cdot \mathbf{w}_i}{t_z} + \lambda \frac{k \cdot \mathbf{d}_i}{t_z}
\]

By introducing

\[
\eta_i = \frac{k \cdot \mathbf{w}_i}{t_z} \quad \text{and} \quad \mu_i = \frac{k \cdot \mathbf{d}_i}{t_z}
\]

we finally have:

\[
\varepsilon_i = \eta_i + \lambda \mu_i
\]

3 From weak perspective to perspective

In this section, we derive the pose equations in the case of line correspondences and we show how to find the perspective solution from incremental weak perspective approximations.

Weak perspective assumes that the object points or lines lie in a plane parallel to the image plane passing through the origin of the object frame, i.e., \( \mathbf{P}_0 \).

The equation of the line \( \mathbf{P}_i \) in an image may be written as:

\[
a_i x + b_i y + c_i = 0
\]

\( a_i, b_i \) and \( c_i \) are the parameters of the image line. If \( \mathbf{p}_i \) belongs to this line, we obtain, by substituting \( x \) and \( y \) (eqs. (2)) in equation (3):

\[
a_i \frac{\mathbf{I} \cdot (\mathbf{w}_i + \lambda \mathbf{d}_i) + x_0}{1 + \eta_i + \lambda \mu_i} + b_i \frac{\mathbf{J} \cdot (\mathbf{w}_i + \lambda \mathbf{d}_i) + y_0}{1 + \eta_i + \lambda \mu_i} + c_i = 0
\]

or by eliminating the denominator and grouping terms:

\[
a_i \mathbf{I} \cdot \mathbf{w}_i + b_i \mathbf{J} \cdot \mathbf{w}_i + a_i x_0 + b_i y_0 + c_i (1 + \eta_i) + \lambda (a_i \mathbf{I} \cdot \mathbf{d}_i + b_i \mathbf{J} \cdot \mathbf{d}_i + c_i \mu_i) = 0
\]

This equation is verified for all points \( \mathbf{P}_i \) of the 3-D line, i.e., for all values of \( \lambda \). So we obtain two equations:

\[
a_i \mathbf{I} \cdot \mathbf{w}_i + b_i \mathbf{J} \cdot \mathbf{w}_i + a_i x_0 + b_i y_0 + c_i (1 + \eta_i) = 0 \quad (4)
\]

\[
a_i \mathbf{I} \cdot \mathbf{d}_i + b_i \mathbf{J} \cdot \mathbf{d}_i + c_i \mu_i = 0 \quad (5)
\]

In these equations, \( \mathbf{w}_i \) and \( \mathbf{d}_i \) (which represent the 3-D line) are known, and \( a_i, b_i, c_i \) are also known (they may be computed from the image). The unknowns are the 3-D vectors \( \mathbf{I} \) and \( \mathbf{J} \) (which represent the orientation of the camera), the projection of the reference point \( (x_0, y_0) \), \( \eta_i \) and \( \mu_i \) (the perspective effect). However, we don’t need any point correspondences, but only line correspondences.

In order to solve the pose problem, we notice that if we take \( \eta_i = \mu_i = 0 \), eqs. (4) and (5) are similar to the equations obtained for a weak perspective camera model [1,2,5]. We therefore conclude that:
– Whenever the \( \eta_k \) and \( \mu_i \) are fixed (not necessarily null) the pose equations (4) and (5) become linear in \( \mathbf{I} \), \( \mathbf{J} \), \( x_0 \) and \( y_0 \).
– It is possible to solve eqs. (4) and (5) iteratively by successive linear approximations.

In this case the pose algorithm starts with a weak perspective camera model and computes an approximated pose. This approximated pose is improved iteratively as follows:

1. For all \( i, i \in \{1, \ldots, n\} \), \( \eta_i = \mu_i = 0 \);
2. Solve the overconstrained linear system of equations (4) and (5) which provides an estimation of vectors \( \mathbf{I} \) and \( \mathbf{J} \), and the projection of the origin of the frame \( (x_0, y_0) \).
3. Compute the position and orientation of the object frame with respect to the camera frame:
   \[
   t_z = \frac{1}{2} \left( \frac{1}{\|\mathbf{I}\|} + \frac{1}{\|\mathbf{J}\|} \right) \quad t_x = x_0 \quad t_y = y_0 \quad t_z = \frac{\mathbf{I}}{\|\mathbf{I}\|} \quad \mathbf{j} = \frac{\mathbf{J}}{\|\mathbf{J}\|} \quad \mathbf{k} = \mathbf{i} \times \mathbf{j}
   \]
4. Enforce the orthogonality constraint, i.e., compute a true rotation matrix \( \mathbf{R}_\perp \) which verifies:
   \[
   \mathbf{R}_\perp \begin{pmatrix}
   \mathbf{I}^T \\
   \mathbf{J}^T \\
   \mathbf{k}^T
   \end{pmatrix}^T = \mathbf{I}_{3 \times 3}
   \]
5. For all \( i \), compute: \( \eta_i = \mathbf{k} \cdot \mathbf{w}_i / t_z \) and \( \mu_i = \mathbf{k} \cdot \mathbf{d}_i / t_z \). If the \( \eta_i \) and \( \mu_i \) computed at this iteration are equal to the \( \eta_i \) and \( \mu_i \) computed at the previous iteration then stop the procedure, otherwise go to step 2.

4 From paraperspective to perspective

In this section, we provide a generalization of the above algorithm to deal with the paraperspective case.

We consider again the perspective equations (2) and we make explicit the paraperspective approximation of the camera model. We obtain \([1,5,8]\):

\[
\begin{align*}
  x_i &= \frac{\mathbf{I}_p \cdot \mathbf{P}_i}{1 + \varepsilon_i} + x_0 \\
  y_i &= \frac{\mathbf{J}_p \cdot \mathbf{P}_i}{1 + \varepsilon_i} + y_0
\end{align*}
\]

with:

\[
\begin{align*}
  \mathbf{I}_p &= \frac{\mathbf{i} - x_0 \mathbf{k}}{t_z} \\
  \mathbf{J}_p &= \frac{\mathbf{j} - y_0 \mathbf{k}}{t_z}
\end{align*}
\]

By substituting \( x \) and \( y \) (eqs. (6)) in equation (3) and by grouping terms:

\[
\begin{align*}
  a_i \mathbf{I}_p \cdot \mathbf{w}_i + b_i \mathbf{J}_p \cdot \mathbf{w}_i + (a_i x_0 + b_i y_0 + c_i)(1 + \eta_i) + \lambda [a_i \mathbf{I}_p \cdot \mathbf{d}_i + b_i \mathbf{J}_p \cdot \mathbf{d}_i + (a_i x_0 + b_i y_0 + c_i) \mu_i] = 0
\end{align*}
\]

which yields, as above:

\[
\begin{align*}
  a_i \mathbf{I}_p \cdot \mathbf{w}_i + b_i \mathbf{J}_p \cdot \mathbf{w}_i &+ (a_i x_0 + b_i y_0 + c_i)(1 + \eta_i) = 0 \quad (8) \\
  a_i \mathbf{I}_p \cdot \mathbf{d}_i + b_i \mathbf{J}_p \cdot \mathbf{d}_i &+ (a_i x_0 + b_i y_0 + c_i) \mu_i = 0 \quad (9)
\end{align*}
\]
It is worthwhile to notice that when all the $\eta_i$ and $\mu_i$ are null, the perspective equations above become identical to the paraperspective equations obtained with a paraperspective camera model.

The iterative algorithm is similar to the one described in the previous section. The only difference is step 2: we now compute $\mathbf{I}_p$ and $\mathbf{J}_p$ (instead of $\mathbf{I}$ and $\mathbf{J}$) by solving an overconstrained linear system of equations (8) and (9). Then (step 3), $i$, $j$ and $k$ are deduced from $\mathbf{I}_p$ and $\mathbf{J}_p$ [1,5,8].

5 Solving the linear equations

Both the weak perspective and paraperspective iterative algorithms need to solve an overconstrained linear system of equations, namely eqs. (4), (5) (weak perspective) and eqs. (8), (9) (paraperspective). In matrix form these equations can be written as:

$$\mathbf{A} \mathbf{x} = \mathbf{b} \quad (10)$$

- More explicitly, we have in weak perspective case:

$$\begin{pmatrix}
\ldots & \ldots & \ldots & \ldots & b_i \\
\ldots & \ldots & \ldots & \ldots & a_i \\
\ldots & \ldots & \ldots & \ldots & 0
\end{pmatrix}
\begin{pmatrix}
\mathbf{I} \\
x_0 \\
y_0
\end{pmatrix}
= \begin{pmatrix}
-c_i(1 + \eta_i) \\
-c_i \mu_i
\end{pmatrix}$$

- In paraperspective case,

$$\begin{pmatrix}
\ldots & \ldots & \ldots & \ldots & b_i(1 + \eta_i) \\
\ldots & \ldots & \ldots & \ldots & a_i(1 + \eta_i) \\
\ldots & \ldots & \ldots & \ldots & a_i \mu_i \\
\ldots & \ldots & \ldots & \ldots & b_i \mu_i
\end{pmatrix}
\begin{pmatrix}
\mathbf{I}_p \\
x_0 \\
y_0
\end{pmatrix}
= \begin{pmatrix}
-c_i(1 + \eta_i) \\
-c_i \mu_i
\end{pmatrix}$$

![Fig. 2. Configurations of image lines which defeat the algorithm for non coplanar object (a) and coplanar object (b).](image)

5.1 Non coplanar object lines

The linear system has 8 unknowns and thus must have at least 8 independent equations. Each line gives us 2 equations, one depending of the translation $\mathbf{w}_i$, and one depending of the direction $\mathbf{d}_i$. We must have at least 4 independent interpretation planes, i.e. we must have a subset of 4 lines in the image with no more than 2 lines intersect in the same point (see figure 2a). Then, the solution for $\mathbf{x}$ is simply given by: $\mathbf{x} = (\mathbf{A}^T \mathbf{A})^{-1} \mathbf{A}^T \mathbf{b}$. 

5
5.2 Coplanar object lines

If the object lines are coplanar then the rank of $A$ is only 6 and the above solution cannot be envisaged anymore. Let’s consider the plane formed in this case by the object lines and let $u$ be the unit vector orthogonal to this plane. Vectors $I$ and $J$ (and equivalently $I_p$ and $J_p$) can be written as a sum of a vector belonging to this plane and a vector perpendicular to this plane, namely: $I = I_0 + \alpha u$ and $J = J_0 + \beta u$.

By substituting these expressions for $I$ and $J$ into eqs. (4) and (5) (respectively eqs. (8) and (9) for paraperspective), and by noticing that $w_i \cdot u = 0$ and $d_i \cdot u = 0$, the system may be rewritten as: $A'x' = b'$.

The rank of $A$ is 6 if we have at least 3 independent interpretation planes, i.e. we must have a subset of 3 lines in the image with no more than 2 lines intersect in the same point (see figure 2b). The vector $u$ is orthogonal to $I_0$ and $J_0$, thus $u \cdot I_0 = 0$ and $u \cdot J_0 = 0$ are two more independent equations and the matrix $A'$ is of rank 8. Thus we obtain solutions for $I_0$ and $J_0$: $x' = (A'^T A')^{-1} A'^T b'$.

In order to estimate $I$ and $J$ (and equivalently $I_p$ and $J_p$) one is left with the estimation of two scalars, $\alpha$ and $\beta$.

- In weak perspective case, Oberkampf, Dementhon, and Davis [6] provided a solution using the constraints $\|I\| = \|J\|$ and $I \cdot J = 0$.
- In paraperspective case, Horn and al. [5] provided a solution using the constraints onto $I_p$ and $J_p$.

5.3 Enhancements

Solving the linear system: One may notice that in the case of the weak perspective iterative algorithm, the matrix $A$ (or $A'$ for coplanar model) doesn’t depend of $\eta$ and $\mu_i$. Thus the pseudo inverse of this matrix remains the same at each iteration step, and therefore needs to be computed only once. It’s not the case for paraperspective.

Normalization: The two iterative algorithms solve a linear system at each iteration step. For numerical reasons, we have to normalize each line of the matrix system because the norm of the vectors $d_i$ and $w_i$ may be very different between each line. Moreover, for a coplanar model, the vector $u$ must also be normalized.

6 Experiments

In the first class of experiments, we study the performance of the iterative weak and paraperspective algorithms on simulated images. Two types of performances are studied:

- the precision of pose as a function of position and orientation of the object with respect to the camera in the presence of image (pixel) noise, and
- the convergence of the iterative pose algorithms.
The intrinsic camera parameters are \( u_c = v_c = 256 \), \( \alpha_u = \alpha_v = 1000 \). Gaussian noise with standard deviation \( \sigma = 1 \) pixel has been added to the image measurements and there are 500 trials for each experiments (the object is rotated at 500 random orientations). Finally, the 3-D model represents a simulated house and is made of 18 lines.

**Convergence:** In all these cases, both algorithms have converged in 100% of the configurations, between 3 and 5 iterations.

**Execution time:** With no optimization at all, execution time is 0.04 second per iteration on a UltraSparc 1/170 (for 18 lines).

**Comparison:** According to figure 3, the two iterative algorithms have the same accuracy. The only difference between weak perspective and paraperspective is the number of iterations which is generally one or two less with the paraperspective algorithm (see figure 4).

![Fig. 3](image1.png)

**Fig. 3.** On the left, error in position as a function of depth in presence of image Gaussian noise – On the right, error in orientation as a function of depth in presence of image Gaussian noise.

An example of application of object pose is the grasping of a polyhedral object by a parallel-jaw gripper (figure 5a). Both the image and the model are described by a network of straight lines and junctions which are matched using a method described in [4]. The following figures represent the quality of object pose computation obtained with two different algorithms. The 3-D object has been reprojected into the image to see the error of the pose.

![Fig. 4](image2.png)

**Fig. 4.** Speed of convergence as a function of depth.
Figure 5b shows the result obtained with the iterative paraperspective algorithm in the case of lines, described in this paper; In figure 5c, we used a non linear method (Levenberg-Marquardt algorithm) from line correspondences.

![Images showing results](image1.png)

**Fig. 5.** (a–c) An example of applying the object pose algorithms.

## 7 Discussion and perspective

In this paper, we developed two iterative algorithms (iterative weak perspective and iterative paraperspective algorithms) to deal with 3-D to 2-D line correspondences, for a non coplanar or coplanar object model. The two algorithms have the same accuracy. However, it's better to use the weak perspective algorithm for line correspondences because computation cost is lower. We only need to compute one inverse matrix which remains the same at each iteration to solve the linear system (equation (10)). Moreover, The orientation of the camera (i, j, k) is more easily computed with the weak perspective algorithm.
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